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EASTERN REGIONAL POWER COMMITTEE

MINUTES OF 107" PROTECTION COORDINATION SUB-COMMITTEE
MEETING HELD ON 22.10.2021 AT 10:30 HOURS

Member Secretary, ERPC chaired the meeting. The meeting was convened through Microsoft
Teams online platform.

List of participants is enclosed at Annexure-A.

PART — A

ITEM NO. A.1l: Confirmation of minutes of 106™ Protection Coordination sub-Committee
Meeting held on 16" Sep 2021 through MS Teams.

The minutes of 106" Protection Coordination sub-Committee meeting held on 16.09.2021 was
circulated vide letter dated 13.10.2021.

Members may confirm.

Deliberation in the meeting

Members confirmed the minutes of 106" PCC Meeting.

PART - B

ITEM NO. B.1: Disturbance at 220/132 kV Patratu(JUSNL) S/S on 12.09.2021 at 16:01Hrs

At 16:01 hrs, all 132 kV lines at 220/132 kV Patratu S/s tripped to clear fault in 132 kV Patratu-
Patratu(DVC) line. At 16:32 Hrs, 132/33 kV ATR tripped leading to 15 MW load loss at Patratu.

During restoration, while charging 132 kV Patratu-Patratu (DVC) line at 18:43 Hrs, total power
failure occurred and 220 kV side also became dead at Patratu.
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Detailed report from ERLDC is attached at Annexure B.1.

Load Loss: 15 MW

Outage Duration: 03:26 Hrs.

DVC &JUSNL may explain.

Deliberation in the meeting

JUSNL explained the event with help of a presentation which is attached at Annexure B.1.1.

They informed that two disturbances occurred at Patratu S/s on 12.09.2021, first one at 16:01 Hrs
and second at 18:43 Hrs.

They explained as follows:

a) At 16:01 Hrs

e At 16:01 hrs,Y-ph jumper of 132 kV Patratu- Patratu (DVC)-1 snapped and touched B-ph
of the line, creating a phase-to-phase fault. Initially, fault was sensed in Zone 4 at Patratu
end and after 1.2 seconds, fault came in Zone 1 and then line tripped from Patratu end.

¢ Meanwhile fault was sensed by Patratu end of 132 kV Patratu- Hatia & 132 kV Patratu-
Kanke and these lines tripped after 800 msec in zone 1 from Patratu end. It was informed
that relay at remote end of these lines sensed the fault in zone 3.

o They further informed that 220 kV Patratu-Hatia-2 tripped on overcurrent protection due to
B phase VT fuse failure as VTS function was kept on and VTS O/C time settings was 200

ms.

b) At 18:43 Hrs

The disturbance occurred while charging of 132 kV Patratu-Patratu (DVC) line at 18:43 Hr.Y phase
jumper snapped at tower no -1 of 132 kV PTPS — DVC transmission line creating phase to ground

fault.

JUSNL representative informed that SOTF was triggered however breaker of Patratu(DVC) line
didn’t open. As a result, the following 132 kV & 220 kV lines tripped to clear the fault.

Element Name

Relay indication at End 1

Relay indication at
End 2

Remarks

Kanke S/C

km, IR — 146.4 A, Y- 1.553 KA,
IB- 544.4 A, VRN- 77.64 kV,

132 kV PTPS — Hatia | YN fault, Z1, Fault Loc- 4.22 km, | Did not trip.
| S/IC IR — 569.4 A, IY- 1.82 kA, IB-

659.0 A, VRN- 77.63 kV, VYN-

76.3 kV, VBN- 1.005 kV Fault

Resist -26.39 )
132 kv PTPS -] YN fault, Z1, Fault Loc- 5.956 | Did not trip.
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VYN- 76.33 kV, VBN- 1.011 kV
Fault Resist — 39.77 QO

132 kV PTPS - DVC | YN fault, Fault Loc- 3.141 km, IR| -
— 0.00 A, 1Y- 6.190kA, IB-
6.132kA, VRN- 36.33kV, VYN-
77.06kV, VBN- 43.53kV Fault
Resist -10.10 O

Element Name Relay indication at End 1 | Relay Remarks
indication at
End 2
220 kV PTPS — Hatia- | Did not trip. YN fault, E/F, E/F setting (non dir)
1 Y -1.81 KA, Pick up- 0.15
F.Dur-1.3s T. Delay —1.25s
CT- 1200/1
220 kV PTPS — Hatia- | YN fault, IN>1 trip (E/F 1% | Did not trip. Due to B phase VT fuse
2 stage), F. dur — 253.3 ms, failure.
IR-110.85A, 1Y-807.4 A, E/F Setting — (CT- 600/1)
IB- 262.75A, IN- 451.8A Pick up — 0.20 A (Fwd),
TMS- 0.550 s .

VTS — Non-directional,
Time VTS — 200 ms

220 kV PTPS — TTPS | Did not trip. YN fault, E/F,
s/c Y- 1.003 KA

F. Dur -1.268 s
100 MVA, 220/132 kV | Did not trip. Did not trip.
ICT- 02

Regarding tripping of 132/33 kV ICT at 16:32 Hrs, JUSNL informed that there was fault on 33 kV
side due of which the ICT got tripped.

Regarding non opening of circuit breaker poles of 132 kV Patratu- Patratu(DVC) line at Patratu
end, JUSNL explained that there was an issue in master trip relay contacts due to which signal
was not extended to circuit breaker. They intimated that the relay contact issue had been resolved.

For discrepancy in zone operation in distance relays for 132 kV feeders, JUSNL clarified that PT
inputs to relays for R & Y phase was swapped for all 132 kV line feeders resulting in discrepancies
in zone selection by the relay. They informed that the issue has been rectified after the disturbance.
PCC advised JUSNL to share the relevant test reports with ERPC/ERLDC.

Regarding 220/132 kV ICT-2, JUSNL explained that as per DR/EL of the relay, tripping command
was triggered from the relay however the breaker didn’t open indicating there might be issue in
tripping circuit. JUSNL was advised to carry out detailed checking of the tripping circuit of the
breaker for 220/132 kV ICT-2.

JUSNL representative intimated that due to dismantling work of old PTPS plant building at Patratu
they are shifting relay panels from plant control room to switchyard. They added that they had
already shifted relay panel for 132 kV level and the same had been relocated after thorough testing
of circuitries. The shifting of panel for 220 kV level is in progress and would be completed soon.

ITEM NO. B.2: Total Power Failure at 220 kV Ramchandrapur S/S on 03.09.2021 at 21:52Hrs

At 21:52 hrs, Bus PT of 220 kV Bus-2 at Ramchandrapur got burst leading to tripping of both 220
kV buses. This resulted in total power failure at Ramchandrapur S/s.
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Detailed report from ERLDC is attached at Annexure B.2.
Load Loss: 200 MW
Outage Duration: 00:15 Hrs

JUSNL may explain.

Deliberation in the meeting

JUSNL representative informed that the fault occurred due to bursting of R-phase Bus PT of 220
kV Bus -2 at Ramchandrapur(RCP).

As the busbar protection is not in service, the following elements tripped to clear the fault.

Name of the Element End 1 End 2
220 kV Bus 1 and Bus 2 at | R_ph Bus PT of 220 kV Bus
Ramchandrapur 1burst. No Bus Bar
protection.
220 kV Bus Coupler Tripped within 100 ms
400/220kV ICT1 Differential Protection
400/220kV ICT 2 LV: Overcurrent protection, HV: No tripping
400/220kV ICT3 LV: Overcurrent protection, HV: No tripping
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220 kv Ramchandrapur- | Non-directional E/F | R phase breaker opened
Chaibasa Circuit 1 overcurrent protection within | immediately and rest two
100 ms phase opened after 1.2

seconds.

220 kv Ramchandrapur- | Zone 4 Zone 2

Chaibasa Circuit 2

220 kV Ramchandrapur-Chandil | Zone 4 Zone 2

220 kV Ramchandrapur-Joda Zone 4 Zone 2

3*150 MVA 220/132 kV ICTs Non-directional high set O/C within 50ms

JUSNL explained the discrepancies with following clarifications:

Regarding restoration of busbar protection, they informed that though necessary
procurement of relay parts has been made, the relay could not be restored as OEM
engineers are yet to visit the site.

Tripping of 220 kV Chaibasa-Ramchndrpur-1:

At RCP end: The line tripped instantaneously on non-directional DEF protection instead of
zone-4 protection. JUSNL replied that there was setting issue in the DEF relay and the
same would be resolved within a week.

At Chaibasa end: R-phase breaker pole got opened immediately and rest two phase
opened after 1.2 seconds. They replied that the breakers would be tested and report would
be submitted to ERPC/ERLDC.

Regading tripping of elements connected to 220 kV bus-2 at RCP end, they explained that
during bursting of PT, heavy sparking occurred in the substation. They apprehended that
due to induction effect in the switchyard, the elements of bus-2 would have sensed the fault
They added that 400/220 kV ICT-1 which was adjacent to the bus PT got tripped on
differential protection during this event.

After detailed deliberation, PCC advised JUSNL following:

>

>

To restore the busbar protection at 220 kV RCP S/s within a month.

To review the settings in back up DEF relay for 220 kV RCP-Chaibasa-1 line at RCP end &
revise the timer as well as directionality settings within a week.

To submit a report regarding discrepancy in breaker pole openings at Chaibasa end for 220
kV RCP-Chaibasa-I line.

ITEM NO. B.3: Total Power Failure at 220 kV Garwah S/S on 26.09.2021 at 15:31Hrs

At 15:31 Hrs, 220 kV Daltonganj-Garhwa (New) D/C tripped on B-phase to earth fault leading to
total power at 220/132 kV Garhwa S/s.
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Relay Indications:

Time Name End 1 End 2 PMU
Observation
15:31Hrs | 220 kV Bus-1, Bus 2 at Around 52 kV

Garhwa (New) dip in B_ph at
Daltonganj. A/r
220 kv Daltonagnj- | B_N, FC-1.7 kA, | B-N, FC-1.4kA, | failed

Garhwa(New)-1 FD- 56 km FD- 59 km
220 kv Daltonagnj- | Didn’t trip B-N, FC-1.4Ka,
Garhwa(New)-2 FD- 65 km

Disturbance report is attached at Annexure B.3.

Load Loss: 34 MW
Outage Duration: 00:55 Hrs

JUSNL may explain.

Deliberation in the meeting

Based on the DR analysis, ERLDC explained the event as follows:

There was a B-phase to earth fault in 220 kV Daltonganj-Garhwa (New)-1, for which auto-
reclose was attempted at both end. The fault was permanent in nature.

At the autorecloser instance of circuit-1, Daltonganj end of 220 kV Daltonganj-Garhwa
(New)-2 was sensing the fault of circuit-1 in Zone 2 and was sending carrier to Garhwa end.
As 220 kV Daltonganj-Garhwa (New) D/C lines are radial in nature POTT scheme was
implemented in the line.

While reclosing, A/R attempt got failed and led to tripping of 220 kV Daltonganj-Garhwa
(New)-1 from Garhwa end.

After tripping of 220 kV Daltonganj-Garhwa (New)-1 from Garhwa end, suddenly current
reversal took place in 220 kV Daltonganj-Garhwa (New)-2 due to which Garhwa end of
circuit 2 started sensing the fault in zone 2.

Since Garhwa end of circuit 2 was receiving carrier from Daltongunj end and it was also
sensing the fault in zone 2 therefore tripping condition of POTT got satisfied that led to
tripping of circuit 2 from Garhwa end and total power failure occurred at Garhwa.

PCC advised JUSNL to implement current reversal guard feature along with POTT Scheme in the
relay at Garwah end in order to avoid similar type of disturbances.

ITEM NO. B.4: Disturbance at 220 kV Hajipur S/S on 28.09.2021 at 17:18Hrs

Both 220 kV Buses at Hazipur tripped due to operation of LBB of 220 kV Hazipur-Amnour-II line
which lead to total power failure at Hazipur and Amnour.
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Relay Indications:
Time Name End 1 End 2 PMU
Observation
17:18 220 kV Bus-I, Bus Il at | Z-1 in Amnour-2 23 kV dip in R
Hrs Hazipur circuit but phase with fault
breaker did not clearance time
open. of 250ms.
Subsequently
220 kv Hazipur- | LBB  operated | Didn’t trip
Muzaffarpur-I which  caused
tripping of all
220 kv  Hazipur- | ckts from
Muzaffarpur-II Hazipur end.
220 kV Hazipur-
Amnour |
220 kv Hazipur-
Amnour I
220 kV Hazipur- Didn’t trip
Barauni (BTPS)-II
2*100 MVA 220/132 kV
ICTs at Hazipur

Disturbance report is attached at Annexure B.4.

Load Loss: 230 MW
Outage Duration: 00:12 Hrs

BSPTCL may explain.
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Deliberation in the meeting

BSPTCL informed that there was a fault in 220 kV Hazipur-Amnour circuit-2 for which distance
protection at Hazipur end picked up and issued trip command to circuit breaker.

However the corresponding circuit breaker did not open resulting in operation of LBB protection.
Subsequently remaining feeders of 220 kV Hazipur S/s(both Bus-1 & Bus-2) got tripped on LBB
protection.

They further informed that Zone-4 of remaining lines at Hazipur end also picked up during the fault
but prior to that LBB issued trip command to all lines from Hazipur end.

PCC opined that with LBB initiation, only the elements which are at same bus as of 220 kV Hazipur-
Amnour -2 should have tripped along with the bus coupler and all elements with other bus should
have remained in service. BSPTCL representative responded that the Amnour bay was maintained
by BGCL and there might be wiring issue in LBB protection relay. They submitted that the issue
had been intimated to BGCL and the OEM engineer is going to visit the S/s soon to investigate and
rectify the issue.

Regarding non opening of circuit breaker for Amnour bay, BSPTCL informed that there was issue
in trip circuit to circuit breaker. The same would be rectified during visit of OEM Engineer.

PCC advised BSPTCL to submit action taken report for this disturbance in coordination with BGCL.

ITEM NO. B.5: Total Power Failure at 220 kV Amnour S/S on 29.09.2021 at 11:28Hrs

220 kV Hazipur-Amnour-2 was out of service prior to the disturbance. At 11:28 hrs, 220 kV Hazipur-
Amnour-1 tripped due to operation of bus bar protection at Hazipur leading to total power failure at
Amnour S/s.

As reported, during testing of 220 kV Hazipur-Amnour Il (which was under breakdown), bus bar
protection of 220 kV Bus | at Hazipur had operated.

Relay Indications:

Time | Name End 1 End 2 PMU
Observation
11:28 | 220 kV Bus-I at Hazipur Bus bar No fault
Hrs protection observed in
220 kV Hazipur- operated at Didn’t trip PMU
Muzaffarpur-I Hazipur

220 kV Hazipur-Barauni
(BTPS)-II

220 kV Hazipur-Amnour |

220 kV Bus-1,1l at Amnour | Loss of power
suppply

Detailed report from ERLDC is attached at Annexure B.5.
Load Loss: 140 MW
Outage Duration: 00:27 Hrs
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BSPTCL may explain.

Deliberation in the meeting

BSPTCL representative informed that after the disturbance on 28.09.2021, testing of 220 kV
Hazipur-Amnour-2 bay was going on at Hazipur end for restoration of the said bay. During testing,
bus bar protection mal-operated for 220 kV bus 1 and resulted in tripping of all elements including
220 kV Hazipur-Amnour-1 which were connected to bus 1 at Hazipur S/s.

As 220 kV Hazipur-Amnour-1 got tripped, total power failure occurred at 220 kV Amnour S/s.

PCC observed that similar type of inadvertent tripping of busbar/LBB protection relay during testing
work had been observed in past in BSPTCL system and expressed serious concern on this issue.

PCC advised BSPTCL/BGCL to take utmost measure to avoid such type of tripping during testing
work.

ITEM NO. B.6: Total Power Failure at 220 kV Ramgarh S/S on 29.09.2021 at 01:24Hrs

At 01:24 hrs, total power failure occurred at 220/132 kV Ramgarh, 132 kV Patratu S/s and 132 kV
North Karnpura S/s.

Load Loss: 150 MW
Outage Duration: 00:06 Hrs
DVC may explain.

Deliberation in the meeting

e DVC explained that the disturbance occurred during stealing of bus PT isolator by
miscreants under live condition at 220 kV RamgarhS/s. As there was no actual fault in the
substation, busbar relay did not operate during this disturbance. It was informed that all 220
kV lines at Ramgarh S/s i.e.220 kV Ramgarh — BTPS B D/C and 220 kV Ramgarh- Ranchi
got tripped on zone 4 of distance protection at Ramgarh end. There was no tripping from
remote end of the 220 kV lines.

e After tripping of all 220 kV lines at Ramgarh, the 132 kV loads of Ramgarh, Patratu& North
karanpura S/s got fed by 132 kV Gola-Ramgarh D/C.

o Subsequently there was jumper snapping in 132 kV Ramgarh-Gola-1 line resulting in
tripping of this circuit in distance protection. Further, 132 kV Ramgarh-Gola-2 got tripped
on overcurrent protection. This resulted in total power failure at 220/132 kV Ramgarh S/s,
132 kV Patratu(DVC) S/s, & 132 kV North Karanpura S/s.

e Regarding tripping of 220 kV lines on zone-4 protection, DVC explained that as per the
internal logic of distance protection relay ABB REL670 ,if all three PT voltages die down
within 5 sec of sensing asymmetrical VT fuse failure, then VT fuse failure condition will get
reset in the relay and distance protection will be unblocked. Due to this reason when all
three PT voltages were unavailable during the disturbance, all ABB REL670 relays tripped
from zone-4 distance protection as current direction of all those three 220 kV lines were
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towards Ramgarh Bus. The disturbance report received from DVC is enclosed at Annexure
B.6.

ITEM NO. B.7: Disturbance at 220 kV Upper Kolab S/S on 18.09.2021 at 17:59Hrs

While synchronizing U#2 at UpperKolab,all three circuits emanating from 220 kV UpperKolab
HEP tripped and 220 kV bus became dead.

Relay Indications:

Time Name End 1 End 2 PMU
Observation
17:59 220 kV Bus-I, Bus Il at | U#2 LBB No fault
Hrs UpperKolab operated observed in
PMU
220 kV UpperKolab-
Jaynagar-1
220 kV UpperKolab-
Jaynagar-2
220 kV UpperKolab-
Therubali
80 MW U#1 at
UpperKolab

Disturbance report is attached at Annexure B.7.
Gen. Loss: 73 MW
Outage Duration: 00:58 Hrs

OHPC/OPTCL may explain.

Deliberation in the meeting

e OHPC representative informed that during synchroniziation of unit #2 of Upper Kolab HEP,
under-voltage relay of the unit operated and issued trip command to 86 relay of generator
circuit breaker.

o However, due to mechanical problem in the relay, the trip command did not get extended
to the GCB resulting in operation of LBB protection and tripping of all the feeders at 220 kV
Upper Kolab S/s. They added that all the feeders and units were connected to 220 kV bus-
1 during the event.

e Regarding undervoltage condition of the unit during raising of the load in Unit#2, they
informed that the AVR system is quite old and the same would be replaced with DAVR
during next annual maintenance program of the unit.
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PCC advised OHPC to share DR/EL of the event with ERPC and ERLDC.

ITEM NO. B.8: Major grid events other than GD/GI

B.8.1: Islanding Performance and Observations during recent Islanding incidents in CESC
system.

CESC islanding performance and frequency variation for past few Islanding events were checked
for Island stability. Based on the analysis by ERLDC, possible challenges for island survival are
listed below.

e Oscillating Variation of frequency after island formation in Budge-budge frequency is
observed up to (0.5-1 Hz) and was varying continuously till it got synchronized with grid at
Howrah point.

¢ In event 3, Budge-Budge Unit generation was also oscillating and its root cause needs to
be looked into which is ultimately driving the frequency of island.

e Any cyclic load changes or other behavior within the island need thorough analysis asthese
may also be the source of observed variation. Variation of traction and Metro load may also
be studied within the island as it impacts on overall frequency stability within the islanded
system.

¢ Under frequency load shedding setting as shared within the island starts from 49.4 Hz and
may cause operation of UFR relay in some cases inside the island. This would be
detrimental for island survival as observed for 2 events, Frequency dipped up to 49.5 & 49.6
Hz due to these variations.

o Above observation and frequency variation pattern was also observed during event of
28MApril 2020.

Following root cause analysis is required to be carried out by CESC:

1. Analysis of oscillatory variation in frequency during island mode.

2. Reason for Budge Budge unit generation oscillation during event 3.

3. Budge Budge units Governor and PSS behavior in islanded mode, issues and its tuning
performance during islanded mode.

4. Load behavior within island including cyclic, metro rail/traction and its impact on island
system

5. UFR system and its possible operation and impact during such variation in the island.

Detailed report from ERLDC is attached at Annexure B.8.1.
CESC may explain.

Deliberation in the meeting

ERLDC explained the observations that were made during recent islanding operation of CESC
system. The issue was discussed in the previous meeting and CESC was advised to carry out root
cause analysis of the events.

CESC representative informed that preliminary analysis had been done at their end however for
detailed analysis, they would require a reference document regarding ideal response for a
successful islanding operation. ERLDC was advised to share relevant document, if any with CESC.

PCC advised CESC to carry out the detailed analysis of the event and the report may be shared
with ERPC/ERLDC.
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PCC decided to refer the issue to forthcoming OCC meeting for further discussion regarding the
event.

B.8.2: Low Frequency Oscillation of local mode in CESC system due to Budge-Budge
Plant on 20™ Sept 2021

Low Frequency Oscillation of 0.875 Hz was observed between 03:53 Hrs to 03:57 Hrs on 20" sept
2021 near Subhasgram area. The magnitude of oscillation was maximum near Subhasgram and
started reducing on moving away from Subhasgram. Observed LFO was of Local mode which
indicates that the oscillation initiated with hunting of any nearby unit.

It was observed that maximum variation in MW oscillation was observed for Budge-budge units,
which appears to be the source of oscillation. It was also observed that as MW of units reduced at
Budge Budge units, this oscillation also damped.

Detailed report from ERLDC is attached at Annexure B.8.2.

CESC may explain. Members may discuss.

Deliberation in the meeting

ERLDC explained that low frequency oscillation of frequency 0.8-0.9 Hz was observed near
Subhasgram area. They informed that during the local mode oscillation, 140 to 160 MW variation
was observed in each unit of Budge-budge of CESC and stated that hunting of Budge-budge units
were source of the oscillation.

CESC representative explained following:

» Due to prevailing overvoltage condition at Budge budge during that time, units were in under
excitation mode and was absorbing reactive power from grid.

» After desynchronization of Unit #1 , VAR absorption in Unit # 2 and Unit # 3 increased and
VAR absorption in Unit #2 reached a level which activated dynamic UEL (Under excitation
Limiter or VAR Limiter).

» As per AVR/PSS logic, Unit #2 PSS got disabled on activation of UEL. The Unit #2 PSS got
enabled after UEL got reset (after about 4 mins , once excitation was manually increased.

» The low frequency oscillation was started after the limiter was hit and PSS became OFF.
Subsequently oscillation reduced when PSS again became active.

Further they informed that during investigation, it was found that due to error/offset in the VAR
transducer of DCS, actual VAR value was wrongly displayed in DCS. As a result the operator could
not take corrective actions during the event.

They stated that following correcting actions has been planned to avoid future incidents of similar
nature.

I.  Control room engineers were instructed to limit VAR absorption within the prescribed limit
considering the offset in the DCS value.
IIl.  Replacement of Unit #2 DCS MVAR transducer would be done during unit outage in the
month of Nov -21.
lll.  Similar scenario of VAR absorption as on 20.09.21 would be simulated during upcoming
Unit #1 outage in November-21 and the behavior of Unit 2 would be analyzed.

ERLDC informed that as per their observation, when UEL was in function the damping was not
adequate and oscillation was growing in nature and suggested for proper tuning of UEL.
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PCC advised CESC for further analysis of the event and if required, tuning of the UEL may be
carried out for Budge-budge units.

PCC decided to refer the issue to forthcoming OCC meeting for further discussion regarding the
event.

B.8.3: Bus tripping occurred in Eastern Region during September 2021

During September 2021, following incidents of bus bar tripping have been observed in Eastern
Region.

Element Name Tripping Date Reason Utility
220 kV Main bus - 11-09-2021 at 16:37 Mal-Operation PGCIL ERTS 2
1 at Rangpo Hrs.
Tripped due to mal-
400 kv MAIN 08/09/2021 at 15:05 operation of LBB relay
BUS - 2 AT . Farakka NTPC
ESTPP Hrs. contacts in 400 kV Malda-

2 line and Bus-2 CB

Powergrid and NTPC Farakkamay explain.

Deliberation in the meeting

Regarding the event on 11/09/2021, Powergrid informed that the disturbance occurred due to mal-
operation of gas density monitor relay of Y-phase circuit breaker of 220 kV Rangpo-Rongnichu-1
bay. During investigation it was found that due to burning of timer relay the trip contacts got shorted
and DC*+’ve was extended to GD trip relay resulting in tripping of 220 kV Bus-1.

They further informed that the faulty relay had been replaced with spare relay. The detail report
received from Powergrid is enclosed at Annexure B8.3.

Regarding event on 08/09/2021, NTPC representative informed that maloperation of LBB relay
was due to defective timer clock. The same had been replaced with new clock.

B.8.4: Event of Smelter Load tripping at Sterlite CPP on 20™"& 28™"September 2021.

Smelter load tripping of 400 kV Sterlite CPP was observed on two occasions i.e., on 20 & 28th
September 2021 due to electrical disturbance in the downstream side which resulted into Smelter
load reduction/tripping of more than 1000 MW.

e This has caused under drawl of Odisha by more than 1000 MW, with SPS action at Sterlite
injection to grid was limited upto 800 MW.

¢ Intimation of such events is necessary in real time as thischange the grid flow pattern and
also such huge load tripping /change is important for Frequency response assessment
purpose.

Detailed Report as received from Sterlite is attached at Annexure B.8.4.
SLDC Odisha & Sterlite may explain.

Deliberation in the meeting

ERLDC explained the event with drawl pattern of Odisha during the event.

It was informed that during smelter load tripping of 400 kV Sterlite CPP on 20 & 28th September
2021, Odisha drawl from grid reduced suddenly to zero from 1500 MW. The under drawl reduced
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to 1000 MW after 1 minute after SPS action at Sterlite. Further the under drawl was controlled by
Odisha by backing down of its own generation (Hydro and Thermal).

ERLDC suggested to review these events in view of heavy under drawl by odisha during smelter
load tripping and an action plan may be devised to control the heavy under drawl from the grid
during such events in future.

SLDC Odisha representative informed that at present they are not facing any issue in controlling

the under drawl from the grid. However, they submitted that they would discuss internally the issues
highlighted by ERLDC.

ITEM NO. B.9: Repeated Tripping of Transmission Lines and associated issues

B.9.1:Repeated Tripping of 400 kV FSTPP-KHSTPP -4.

400 kV Farakka-Kahalgaon -4 had tripped four times in the month of Sep-21 due to DT receipt at
Kahalgaon end. Detailsof such events are provided below.

Element Name Tripping Date Tripping Time Revival Date Revival Time

TRIPPED FROM FARAKKA
ADKY.ESTED. ” 5 4/00/7071 . 34/00/2021 122
> 00KV-FSTPP-KHSTPP 24/08/2021 6:10 END ONLY 24/08/2021 &23

Pp: receive . _
> | A00KV-FSTPP-KHSTPP-4 | 24/00/2021 11:53 ESISTPJ‘IPT EeeiS o 24/08/2021 12:55

- DT received at Farakka
A00KV-FSTPP- -4 09/08/2021 11:4 09/08/2021 12:37
> 00K TPR-KHSTRP 09/08/2021 3 Not :r':Jped StKHSTPP 06/08/2021 !

DT Received at
Kahalgaon End; Tripped

ADOKV-FSTPP- .4 06/10/2021 07:21
H O0KV-FSTRP-KHSTRR 06/10/2021 0721 from Kahalgaan end

06/10/2021 0&:52

only.

NTPC may explain.

Deliberation in the meeting

Regarding tripping incidents in Sep-21, NTPC representative informed that commissioning work of
main circuit breaker for this line was going on at Kahalgaon end during which spurious DT signal
was sent to Farakka end which caused tripping of 400 kV Farakka-Kahalgaon-4 line.

PCC advised NTPC Kahalgaon to submit a disturbance report for the aforesaid tripping in 400 kV
Farakka-Kahalgaon circuit-4.

Regarding tripping on 06/10/2021, NTPC representative informed that at Farakka end there was
a cable fault between relay panel and PLCC panel which resulted in transmission of DT signal to
Kahalgaon end and caused tripping of the line. The issue had been rectified after the disturbance.

B.9.2:Repeated Tripping of 220KV Tie Lines of Jharkhand (JUSNL)

(A) Tripping of DALTONGANJ — GARWA D/C lines.

Following trippingswere occurred during month of September.

Sr Tripping Tripping
No Element Name Date Time Reason
220KV- GARWAH: Zl,élng,gli)(/:lSA, Ib-555A,
. GRQWEHN&%W)ZZ 03092021 | 1222 DALTONGUNJ: YB, ly-2.8KA, Ib-
2.9kA, 27.6km
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220KV-
2 | DALTONGUNJ- | 06-09-2021 | 09:16 Garwah B-N, 479.9 A 60.5 km
GARWAH (NEW)-2

220KV- DALTONGUNJ: - R-Y, 64.4KM,

Ir=ly=1.8KA, Z-2
3 | DALTONGUNJ- | 07-09-2021 | 14:43 _ !
GARWAH (NEW)-2 GARWAF:;;é;ll’ fiﬁKM, R-Y,

Daltongunj: A/R
successful,137.7Km,0.978Ka,b-n
Garwa New: Z-1, 18.07
kM,la=165.9A, 1b=219.3A, [c=916.2A

220KV-
4 | DALTONGUNJ- | 13-09-2021 | 18:38
GARWAH (NEW)-2

220KV- A/R SUCCESSFUL FROM
5 DALTONGUNJ- 17-09-2021 11:23 DALTONGANJ; GARHWA: Z-1, B-N,
GARWAH (NEW)-2 Fc=0.88 kA, Fd= 54.25km
220KV-

Garwah: B-N,1.4kA, 65Km,

6 DALTONGUNJ- 26-09-2021 15:31 Daltongunj- did not trip

GARWAH (NEW)-2

e Fault Nature, Sag and Clearance Issue
It was observed from DR plots that B phase current started rising slowly and then got converted to
perfect phase to phase fault (as phase currents of Y and B are 180 degrees apart) due to arc over
at voltage peak instance. B phase was involved in each fault.

Same phenomenon is observed in almost all cases, which indicates that the fault is occurring due
to sag and clearance issues, hence proper line patrolling and healthiness of line should be
maintained.

e Non-Operation of Auto Reclose:

In some of the incidents, it was observed that during B-phase to ground fault, B phase opening is
occurring at Garwa end but after dead timeA/R is not occurring and B phase kept opened until pole
discrepancy rely got operated and caused tripping of line. For all these instances A/R was
successful from Daltonganj end and proper A/R operation at Garwa end could have avoided the
line tripping.

Detailed report is attached at Annexure B.9.2.A.

JUSNL may explain.

Deliberation in the meeting

ERLDC informed that repetitive tripping of 220 kV Daltonganj-Garhwa D/C had been observed in
month of September-21. They added that most of the tripping were due to phase to phase fault and
involves B phase. Further unsuccessful auto recloser operation were observed at Garwah end
during B phase to earth fault.

JUSNL informed that thorough patrolling was carried out in the line during last summer when all

the clearance issues were resolved. They added that in view of recent line tripping in Sep-21, they
would again carry out patrolling of the line to resolve any vegetation/sag related issues.
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PCC advised JUSNL to resolve all the clearance related issues in 220 kV Daltonganj-Garwah line
within two weeks. PCC further advised JUSNL to check the auto recloser scheme at Garwah end
and rectify the issue at their end.

(B) Repeated tripping of 220 kV Chandil-Santaldih S/C line

Details of tripping are mentioned below along with issues identified.
e Most of the Faults are R-Earth Fault.
o 3 phase tripping had occurred for single phase fault due to Non operation of A/R at Chandil
end.
o Delayed tripping is observedfor z-2 faults due to non-availability of PLCC

Relay Relay
Indicatio | Indicatio
SbN LINE NAME JAR\.II.PE 'I-I'-IT/IIE n n Remarks
LOCAL | REMOTE
END END
Chandil: | Santaldih: | Three phase
1 S?AZNO'I}SXLC[:)TII—?(I;?IL’LS) 03-09- 13;5 | RN, ZI, | RN, 179 tripping at
1 2021 4 1.75 kA, | km, 4.007 | Chandil for single
101.1 km kA phase fault.
Chandil: Santaldih: Thre_e phase
220KV CHANDIL- 03-09- 175 | R N. Z I. R_N, Z I, | tripping at
2 SANTALDIH(STPS) 2021 0‘ 2_61, KA ’ 93.282 | Chandil for single
-1 30' 07 krﬁ km, 9.230 | phase fault after
' kA Zone-2
Santaldih: | 3 phase tripping
. SZA?%XL%T'QEET)'PZ) 04-09- | 09:5 R N, 18 | from chandil end
1 2021 0 km, 4.69 | for single phase
kA fault
Chandil: | Santaldih: | S Phase tripping
220KV CHANDIL- 04-09- | 114 | B N 501 AR from
4 SANTALDIH(STPS) ’ = O ChnadilEND, A/R
2021 9 km, 1.5 | successfu
-1 KA | successful from
STPS end.
Three phase
Santaldih: | Chandil: | tripping at
5 220KV SANTALDIH 17-09- 10:3 | R_N, ZIl, | R_N, Z1, | Chandil for single
(STPS)-CHANDIL-1 2021 5 101 km, 24 km, phase
1.33 kA 2.12 kA | fault.STPStrippin
g after Zone-2
220KV CHANDIL- | o 00 | 1,0 | Chandi: lggﬁggﬁ‘se
6 SANTALDIH(STPS) 2021 0- RN, 2.77 Chandil for single
1 KA, 43 km 9
phase fault.

JUSNL & WBSETCL/WBPDCL may explain.

Deliberation in the meeting

JUSNL informed that approx. length of 220 kV Chandil —Santaldih S/C line is 100 KM and out of
which approx. 15KM comes under JUSNL jurisdiction and rest comes under West Bengal
jurisdiction.
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WBSETCL informed that clearance/vegetation issues were found in the line. The same was taken
up with the local administration to resolve the issues. They further informed that all clearance
related issues in the line under their jurisdiction had been resolved.

(C) Repeated Tripping of 220 kV Joda- Ramchandrapur

Details of tripping are mentioned below along with issues identified

e 3 phase tripping had occurred for single phase fault and Non operation of A/R at
Ramchandrapur end.

e Delayed tripping for z-2 faults is observed due to non-availability of PLCC

Relay
TRI | Indicati Relay giglr;
S.N TRIP P on Indication
0 LINE NAME DATE | TIM REMOTE tirr:]ceein Remarks
E | LOCAL END msec
END
Tripped on DEF
protection from
Joda in 700
220KV JODA- 01-09- 11- Joda: Ramchandr msec F/c was
1 | RAMCHANDRA 2021 20‘ Y_N, apur: 4.4 700 1.6ka. Single
PUR-1 1.55 kA | km, 0.75 kA phase tripping
within 100 msec
from
Ramchandrapur
R_ph opened
220KV JODA- 02-009- 10: Joda: Ramchandr flrg(T n\:gg? Vrvét;m
2 RAMCHANDRA 2021 20’ 41 km, apur: 97.4 100 tWo phasé
PUR-1 0.5kA | km, 1.9 kKA
opened after 500
msec.
Joda:
R_N, Z | Ramchandr Three phase
3 szl\oll}é\liliﬁgéA 03-09- | 10: | I,42.37 | apur: R_N, 150 tripping for single
PUR-1 2021 24 km, 98.4 km, phasefault.PLCC
1.377 1.89 kA seems unhealthy.
kA
Alr from Joda
end only. PD
time at
220KV JODA- 17-09- 11- ‘](X/j?' Egumr(.:rl;anNdr Ramchandrapur
4 | RAMCHANDRA ! Do 100 end may be
PUR-1 2021 13 | succes | Z1, 58.3 km, checked. Other
sful 2.28 kKA .
two phase didn't
open even after
2.5 seconds
) Three phase
Joda: Ramchandr tripping for single
220KV JODA- | 55 g | 1g. | BN, Z apur: B_N phase fault after
5 RAMCHANDRA ’ 11, 128 A 400 .
2021 42 9.6 km, 10 z-2 time from
PUR-1 km, KA joda end as no
1.28 kKA X .
carrier received .
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Joda:

220KV JODA- 30-00- | 04: B N, Z A/r attempt from
6 | RAMCHANDRA 2021 45' I, 47.4 100 Joda end failed
PUR-1 km, 2.6 after 1 sec
kA

JUSNL may explain.

Deliberation in the meeting

PCC advised JUSNL to carry out line patrolling under their jurisdiction for 220 kV Joda-
Ramchandrapur line and resolve vegetation or clearance issues in the line at the earliest.

Regarding PLCC, JUSNL representative informed that PLCC link is not healthy at their end. They
informed that OEM had visited the site and they are waiting for price quotation from the OEM.

PCC advised JUSNL to take up the issue with OEM for early restoration of the PLCC at
Ramchandrapur end.

Further JUSNL informed that during OEM visit it was observed that PLCC signal from Joda end
was not available at RCP end. PCC advised OPTCL to look into it and rectify PLCC issue at their
end too.

(D)Repeated Tripping of Daltonganj-Chatra D/C Line:
Detailsof line tripping is given below:

Elmrreant P Tripping Date Tripping Tinme Rmrrumrbcos
220KV -DALTOMNGA M- i P
CHATRA-1 sibmszn=n e
Z2OKV-DALTOMNGAN]-
CHATRA-1

2 20 RV-DALTOMGA RS-
CHATRA-1

ZZORV-DALTOMNGAR-
CHATRA-2

2 2OV -THALT O GAN-
CHATRA-2

» 220KV-DALTOMNGARMN]

09,2021 11:58
CHATRA-2 10/08/202 S&

Ant theft charge from

OS5/09/2021 o2:15
Dialcongan) erd

JUSNL may explain.

Deliberation in the meeting

JUSNL informed that 220 kV Daltonganj-Chatra line passes through forest area and clearance
issue are found mostly in line locations under forest area.

They further informed that they had communicated this issue to forest department and the tree
pruning work would be carried out after getting approval from the concerned authority.

PCC advised JUSNL to share location details at which clearance issues were found along with
time schedule for resolving issues.
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ITEM NO. B.10: Implementation of Islanding Schemes in Eastern Region

1. Patna Islanding Scheme
In 106™ PCC Meeting, ERLDC informed that they had received requisite information from SLDC
Bihar & Nabinagar TPP. They intimated that they would require two-week time to complete the

study.

In order to expedite the simulation study, it was suggested for carrying out dynamic study for Patna
Islanding scheme by M/s PRDC.

PCC agreed for the same and advised PRDC to complete the simulation study by
September'21.The required data would be provided by ERLDC.

MS, ERPC advised BSPTCL to prepare the DPR for implementation of Patna islanding scheme
and submit it to PSDF nodal agency within 15 days.

In 44" TCC meeting, BSPTCL updated that preparation of DPR for PSDF funding is under process
and the same would be completed within 15 days.

TCC stressed on the fact that this issue is being regularly monitored by MoP and advised BSPTCL
for timely implementation of the Islanding Scheme.

SLDC Bihar may update.

Deliberation in the meeting

Regarding submission of DPR, Bihar representative informed that discussions were held with
vendor for preparation of DPR. The DPR would be finalized after getting required input from the
vendor.

PRDC representative informed that simulation study for Patna islanding scheme would be
completed soon and the report would be submitted within a week.

PCC advised PRDC to carry out the simulation study in consultation with ERLDC and submit the
report at the earliest.

2. Ranchi Islanding Scheme

In 106" PCC Meeting,ERLDC informed that they had received requisite details from JUSNL and
simulation study is being carried out by them and the same would be completed within a week.

MS, ERPC advised JUSNL to prepare the DPR for implementation of Ranchi islanding scheme
and submit it to PSDF nodal agency within 15 days.

ERLDC submitted the preliminary islanding study report for Ranchi Islanding Scheme. The report
is enclosed at Annexure B.10.2.

In 44" TCC Meeting, JUSNL updated that preparation of DPR for PSDF funding is under process
and the same would be completed within 15 days.

TCC stressed on the fact that this issue is being regularly monitored by MoP and advised JUSNL
for timely implementation of the Islanding Scheme.

SLDC Jharkhand& TVNL may update.
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Deliberation in the meeting

ERLDC informed that simulation study had been carried out and preliminary study report had been
shared with SLDC Jharkhand/ TVNL for their comments.

PCC advised TVNL/SLDC Jharkhand to submit their observation, if any, regarding the
islanding simulation study.

Regarding submission of DPR, JUSNL informed that they were in communication with vendors for
getting cost estimate with regard to implementation of the islanding scheme. DPR would be
finalized after receiving the budgetary offer from the vendors.

ITEM NO. B.11: Tripping Incidence in month of September 2021

Tripping incidents in the month of September 2021 which needs explanation from constituents of
either of the end is attached.

Concerned utilities may explain.

Deliberation in the meeting

Explanation from constituents related to tripping incidents in the month of September 2021 is
attached at Annexure B.11.

PART- C::OTHER ITEMS

ITEM NO. C.1: Schedule of Training Program on PSCT and PDMS by PRDC

As part of 4™ year support period, PRDC has conducted online training program on PDMS &PSCT
at Bihar &West Bengal.In continuation to same PRDC is going to conduct online training program
for Jharkhand, Odisha and Sikkim as per the following schedule.

S| No. Date State
1 27.09.2021-28.09.2021 Jharkhand
3 04.10.2021-05.10.2021 Odisha
5 25.10.2021-26.10.2021 Sikkim

Members may note.

Deliberation in the meeting

PRDC informed that training program on PDMS/PSCT had been completed for Jharkhand and
Odisha as per the schedule. Further they informed that training program for Sikkim would be
conducted on 25.10.21-26.10.21.

ITEM NO. C.2: Requirement of additional MiP-PSCT License key with Laptop

44thTCC advised all the utilities of ER including JUSNL to furnish their requirement, if any, for
additional MiP-PSCT license to ERPC Secretariat citing proper justification.
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Further in 44" ERPC meeting, ERPC advised all the utilities to submit their requirement, if any, by
15th October2021. ERPC further advised ERPC Secretariat to prepare and submit a DPR for
additional MiP-PSCT licenses required for ER utilities for PSDF funding.

Concerned utilities may update.

Deliberation in the meeting

ERPC Secretariat informed that requirement for additional MiP-PSCT license key had been
received from SLDC Odisha and Jharkhand. PCC advised concerned utilities to submit their
additional requirement of PSCT license, if any, to ERPC secretariat within fifteen(15) days.

ITEM NO. C.3: Review of guideline for over voltage setting for anti-theft charging of 765
kV, 400 kV and 220 kV Lines --ERLDC

In 67"PCCmeeting,Relay settings were finalized for anti -theft charging of lines where over
voltage setting was finalized as mentioned below:

e Over voltage Stage-l - Overvoltage pick up should be minimum of all the lines connected
from the charging substation with minimum grading and minimum time delay corresponding
to other lines which are in service.

e Further, it was informed to utilities to keep it above 105 % but it should also be lower than
any of the other lines over voltage setting.

However, many utilities keep it at 105 % itself which is leading to tripping of line during charging
itself. These can be due to operational regime voltage of substation being around 416-420 kV and
during charging the over voltage criteria of 105 % is already reached.

In 106" PCC Meeting,
ERLDC explained the issue they are observing with regard to overvoltage settings of anti-theft
charged lines and proposed certain modification w.r.t. to the guidelines for overvoltage settings of

anti-theft charge lines.

Based on the discussion in the meeting, the following guidelines are suggested.

» For anti-theft charging of 765 & 400 kV lines at charging station end:

e Overvoltage pick up should be below the minimum over voltage setting of all lines from that
charging substation.

e The settings shall be more than 105% and preferably just below(say 1 or 2 % below) the
minimum over voltage setting of all lines from that substation.

» Overvoltage settings for remote end (open end) substation for anti-theft charged
lines:

e The utility may in its discretion keep overvoltage settings at remote end of line and a trip

commend may be sent to charging station in order to avoid voltage stress on the equipment
(LA, CVT etc.) during overvoltage condition. In such case, the settings shall be greater than
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the rated voltage of equipment e.g.: for 400 and 765 kV lines it should not be less than
110% and for 220 kV it should be at least 112%.

¢ In case high voltage is observed at remote end of the line, the affected utility may request
respective SLDC or ERLDC to open the circuit for safety of the equipment.

» For anti-theft charging of 220 kV lines, the similar guidelines as given above may be
followed.

Members may discuss.

Deliberation in the meeting

It was informed that no comment was received from any of the utilities.

PCC advised concerned utilities to follow the above guidelines for overvoltage settings during anti-
theft charging of 765/400 kV lines.

ITEM NO. C.4: Follow-up of Decisions of the Previous Protection Sub-Committee
Meeting(s)

The decisions of previous PCC meetings are given.

Members may update the latest status.

Deliberation in the meeting

Updated status for decisions of previous PCC meetings is given at Annexure C.4.

ITEM NO. C.5: Protection coordination of the New Transmission elements to be charged
in Eastern Region
C.5.1: FTC for LILO of 220 kV Purnea-Begusarai-l at Khagaria

220 kV New Purnea (PG)-Begusarai-l is being LILOed at Khagaria. After LILO, lines will be as
below:

Name Conductor type Length
220 kV New Purnea (PG)-Khagaria-| ACSR Triple Zebra 102 km
220 kV Begusarai-Khagaria-| ACSR Triple Zebra 98 km

Protection coordination may be required as per the following table:

| Reason | SIS may be affected | Remarks [ Utility to respond
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FTC OF 220 kV
New Purnea
(PG)-Khagaria |
& 220 kV
Khagaria-
Begusarai I
(LILO of 220 kV
New Purnea
(PG)-Begusarai
| at Khagaria)

Khagaria

Protection coordination
to be done for all newly
connected elements as
per ERPC’s guidelines.
Busbar protection to be
ensured.

Adjacent longest line for
existing lines at
Khagaria was
previously 220 kV New
Purnea (PG)-Begusarai.
Now it will
change. Hence, Zone-3
settings for existing lines

at Khagaria may be
reviewed keeping in
view it should not

encroach next voltage
level.

BSPTCL.
Received

New Purnea (PG)

Protection coordination
to be done for all newly
connected elements as
per ERPC’s guidelines.

PG ER-I, Received

Begusarai

Protection coordination
to be done for all newly
connected elements as
per ERPC’s guidelines.

BSPTCL,Received

S/S connected to New
Purnea(PG):

Purnea(PG),
Madhepura

Adjacent longest line will
be now 220 kV New
Purnea(PG)-
Khagaria,(102 km).
Hence Zone-3 settings
at Purnea(PG) and
Madhepura end may be
reviewed keeping in
view it should not
encroach next voltage
level. Kindly check and
confrm any setting
revision if any change in
adjacent short and long
line.

BSPTCL, PG ER-I
Received

S/s connected to

Begusarai:
Samastipur, Barauni
(BTPS)

Adjacent longest line for
Samastipur, Barauni
(BTPS) will be now 220
kV Begusarai-Khagaria
(98 km). Hence Zone-3
settings at Samastipur,
Barauni (BTPS) end
may be reviewed
keeping in view it should
not encroach  next
voltage level. Kindly
check and confirm any
setting revision if any
change in adjacent short
and long line.

BSPTCL
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Following details needs to be shared:

o Respective Utilities may share whether revision of any existing protection setting at above
mentioned S/S is required or not. In case of any revision, the revised setting may be shared

with ERPC and ERLDC.

o Status of carrier protection and PLCC channel in the all above mentioned section may be

shared.

o Utilities should ensure that proper protection coordination are in place after charging of

these lines/elements.

Concerned Utilities may update.

Deliberation in the meeting

BSPTCL and Powergrid were advised to share revised protection settings for their respective ends
to ERPC/ ERLDC for necessary updation of the settings in PDMS database.

C.5.2: FTC for LILO of 132kV Madhepura -Sonbarsa at Saharsa (PMTL)
As per information received, 132 kV Madhepura -Sonbarsa will be liloed at 132 kV Saharsa

(PMTL). Details of the line

Name

Conductor type

Length

132 kV Madepura — Saharsa New

ACSR Twin Moose

37.56 km

132 kV Saharsa New - Sonbarsa

ACSR Twin Moose

52.36 km

Protection coordination may be required as per the following table.

Reason

S/S may be affected

Remarks

Utility to
respond

Response
received

Lilo of 132
kV Madhepura
-Sonbarsa

Madhepura

Protection
coordination to be
done for all newly
connected elements
as per ERPC’s
guidelines.
Longest/Shortest line
may change.

BSPTCL

Received

Sonbarsa

Protection
coordination to be
done for all newly
connected elements
as per ERPC’s
guidelines.
Longest/Shortest line
may change.

BSPTCL

Received

Saharsa New

Protection
coordination to be
done for all newly
connected elements
as per ERPC’s
guidelines.

PMJTL

Received
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S/S connected to Kindly check and BSPTCL | Received
Supaul ,Sahrsa confirm any setting
,Kusheswar,SimriBhaktiyarpur | revision for change in
adjacent short line.

Following Details needs to be shared:
e PMTL/BSPTCL may share whether revision of any existing protection setting at above
mentioned S/S is required or not. In case of any revision, the revised setting may be shared
with ERPC and ERLDC.

e The protection setting at Madhepura/Sahrsa New /Sonbarsa may be shared with ERPC
and ERLDC.

Status of carrier protection and PLCC channel in the all above mentioned section may be shared.

Concerned Utilities may update.

Deliberation in the meeting

BSPTCL and PMTL were advised to share revised protection settings for their respective ends to
ERPC/ ERLDC.
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LIST OF PARTICIPANTS IN 107TH PCC MEETING HELD ON 22/10/2021 AT 10:30 AM

Full Name

ERPC Kolkata

Ankur Kumar (Guest)

DEBDAS MUKHERJEE WBPDCL (Guest)
Amaresh Mallick, ERLDC (Guest)
RAVIKANT KUMAR RAM

Raj Protim ERLDC

Alok Pratap Singh ,ERLDC (Guest)
Kurshna samntray

Sh. Satish Kant

TD, ADP, JUSNL (Guest)
eeetdhzb (Guest)

jitesh kumar (Guest)

CRITL

SMS SAHOO,DGM,OPTCL,BHUBANESWAR (Guest)
Prasanna Kumar Sahoo
Dharmbeer Singh

EMR MRDL (Guest)

arindam bsptcl

Saugato Mondal , ERLDc" (Guest)
shanker

SANJEEV KUMAR (Guest)

Prachi Gupta

DILSHAD ALAM

Gopal Mitra (Guest)

Saurav Sahay Ch. Mgr ERLDC (Guest)
Rajiv Kumar Singh CESC

D K Singh (Guest)

Uma Kanta Mishra

Govinda Chandra Sethi (Guest)
GAGAN KUMAR EEE

Akash Modi,ERLDC (Guest)

Anil Krishna

shadab hasan

Sunil

Ch.Mohan Rao

Madan Prasad

"prabhat k (TPTL) (Guest)

TVNL (Ashish Kr Sharma) (Guest)
rajendra prasad (Guest)

Deepak Kr. EEE, BSPTCL

A Shukla

Teesta-V Power Station (Guest)
Ashish kumar

Join Time

10/22/2021, 10:13:04 AM
10/22/2021, 10:13:20 AM
10/22/2021, 10:13:21 AM
10/22/2021, 10:13:28 AM
10/22/2021, 10:16:39 AM
10/22/2021, 10:23:05 AM
10/22/2021, 10:23:05 AM
10/22/2021, 10:24:16 AM
10/22/2021, 10:24:51 AM
10/22/2021, 10:25:10 AM
10/22/2021, 10:25:40 AM
10/22/2021, 10:26:06 AM
10/22/2021, 10:26:26 AM
10/22/2021, 10:26:58 AM
10/22/2021, 10:27:11 AM
10/22/2021, 10:30:06 AM
10/22/2021, 10:31:07 AM
10/22/2021, 10:31:17 AM
10/22/2021, 10:31:24 AM
10/22/2021, 10:31:37 AM
10/22/2021, 10:32:28 AM
10/22/2021, 10:33:53 AM
10/22/2021, 10:33:54 AM
10/22/2021, 10:33:55 AM
10/22/2021, 10:34:03 AM
10/22/2021, 10:34:08 AM
10/22/2021, 10:34:30 AM
10/22/2021, 10:35:28 AM
10/22/2021, 10:35:50 AM
10/22/2021, 10:36:13 AM
10/22/2021, 10:36:14 AM
10/22/2021, 10:36:14 AM
10/22/2021, 10:37:31 AM
10/22/2021, 10:37:40 AM
10/22/2021, 10:38:04 AM
10/22/2021, 10:38:27 AM
10/22/2021, 10:39:01 AM
10/22/2021, 10:39:05 AM
10/22/2021, 10:39:11 AM
10/22/2021, 10:40:32 AM
10/22/2021, 10:42:11 AM
10/22/2021, 10:42:13 AM
10/22/2021, 10:43:43 AM

Email

ERPC@KolkataMST.onmicrosoft.com

krushna.samantray@opgc.co.in
SKANT@NTPC.CO.IN

PRASANNASAHOO@NTPC.CO.IN
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wasim

Pallavi Kansal

DHARM DAS MURMU (Guest)
abhinaba basu

Chandan Kumar

Sucharit Mondal

Amresh Prusti

Sudipta Maiti DVC (Guest)
Gautam Nayak (Guest)

Sayan Sarkar

Madhab Mukherjee (Guest)
Manjesh Kumar

mmp bsptcl (Guest)
Swarnima Singh

RAHUL RAJ

BDKumar

SLDC, Ranchi (Guest)

Nishant Kumar Shankwar

sk

s choudhary

PS

Prabhat

Veerabrahmam (PRDC) (Guest)
Sashank Narayan (R&D, PRDC) (Guest)
Dilip kant Jha Eee Bsptcl
Sukdev (PG) (Guest)

SLDC ODISHA (Guest)

10/22/2021, 10:44:46 AM
10/22/2021, 10:47:03 AM
10/22/2021, 10:48:43 AM
10/22/2021, 10:52:14 AM
10/22/2021, 10:52:46 AM
10/22/2021, 10:53:05 AM
10/22/2021, 10:58:31 AM
10/22/2021, 10:59:55 AM
10/22/2021, 11:00:19 AM
10/22/2021, 11:16:50 AM
10/22/2021, 11:18:13 AM
10/22/2021, 11:22:20 AM
10/22/2021, 11:27:09 AM
10/22/2021, 11:27:55 AM
10/22/2021, 11:44:28 AM
10/22/2021, 11:48:20 AM
10/22/2021, 11:48:45 AM
10/22/2021, 11:51:05 AM
10/22/2021, 12:08:17 PM
10/22/2021, 12:09:48 PM
10/22/2021, 12:15:22 PM
10/22/2021, 12:16:31 PM
10/22/2021, 12:26:52 PM
10/22/2021, 1:07:42 PM

10/22/2021, 1:23:39 PM

10/22/2021, 1:29:33 PM

10/22/2021, 1:51:48 PM

pallavi.k@tvptl.com

admin@POSOCO965.onmicrosoft.com

amresh.prusti@opgc.co.in

MANJESHKUMAR@NTPC.CO.IN

Nishant.Kumar@SEKURA.IN
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POWER SYSTEM OPERATION CORPORATION LIMITED
(A Government of India Enterprise) Oso c©

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

I; 033- 24235755, 24174049 T 033-242 35809/5029 Website:www.erldc.arg, Email ID- erlde@posoco.in
YeATESAT: 12-09-2021/1 fi®: 07-10-2021
Report on the grid event in Eastern Region (gdf &= # fire ge=1 = Ruid)
Summary of the event (4¢HT &1 ARIX):

At 16:01 hrs, all lines at 132 kV level of 220/132 kV Patratu S/s tripped except 220/132 kV ICT 2,
132/33 kV ICT to clear fault in 132 kV Patratu-Patratu(DVC)(idle charged line). At 16:32 Hrs,
132/33 kV ATR tripped leading to 15 MW load loss at Patratu. During restoration, while charging

132 kV Patratu-Patratu (DVC) line at 18:43 Hrs, total power failure occurred and 220 kV side also
became dead at Patratu.

Date / Time of disturbance: Event 1: 12-09-2021 at 16:01 hrs
Event 2: 12-09-2021 at 18:43 hrs
e Event type: Event 2: GD-1
e Systems/ Subsystems affected: 220/132 kV Patratu (PTPS)
e Load and Generation loss.
o No generation loss was reported during the event.
o Around 15 MW load loss reported at Patratu by SLDC Jharkhand

Important Transmission Line/element if out (@YUl HRUI A3 Sl 94 B):
Nil

Major elements tripped (W@ feftm):
Event 1
e 220 kV Patratu-Hatia-2
e 132 kV Patratu-Kanke
e 132 kV Patratu-Hatia
e 132 kV Patratu-Patratu (DVC)-1 (Idle-charged)

Event 2

e 220kV Main Bus 1 & 2 at Patratu

e 220KV Patratu-Tenughat

e 220 kV Patratu-Hatia D/c

e 150 MVA 220/132 kV ICT 2 at Patratu

e 132 kV Patratu-Hatia

e 132 kV Patratu-Kanke

e 132 kV Patratu-Patratu (DVC)-I-(idle charged)
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Network across the affected area (WHTfI & &1 -a=M)
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Figure 1: Network across the affected area

Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁam B'ﬁTtﬂWq'd%&l'UT):

| am 3u g 1 ¥a dova Iu Pz 2 fea e Treay wdaeor
220 kV Patratu-Hatia-2 Y_B fault -
132 kV Patratu-Kanke Y-B 2l e 33T KA, 1b: i 6 kV dip in Y-ph and B-
16:01 1.388 kA ph at Ranchi. Fault
' Y_B, ly:2.11 kA, 1b:2.16 clearance time: 1.3

132 kV Patratu-Hatia -
kA seconds

132 kV Patratu-Patratu (DVC)-1

(Idle charged) Only B_ph tripped -

220 kV Bus-1 & 2 at Patratu - -

220 kV Patratu-Hatia D/c Didn't trip Ckt Il tripped on O/c
220 kV Patratu-Tenughat Didn’t trip E/F O/C, ly: 1.003 kA
150 MVA 220/132 kV ICT-2 at 7kV Dip in Y-ph at
18:43 |patratu o/c Ranchi. Fault clearance
] time: 1.3 seconds
132 kV Patratu-Hatia B N,ZI
132 kV Patratu-Kanke B_N,ZI -

132 kV Patratu-Patratu (DVC)-
(Idle charged)




R_Y_B Voltages

R Y B Phase Voltage

as
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Figure 3: PMU snapshot of 400/220 kV Ranchi S/s (16:01 Hrs)
R_Y_B Voltages
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Figure 4: PMU snapshot of 400/220 kV Ranchi S/s (18:42 Hrs)

Restoration (qafa<iT @1 uft)

Transmission/Generation element name Restoration time

220 kV Bus 1& Bus 2 at Patratu 19:27

220 kV Patratu-Tenughat 19:49

220 kV Patratu-Hatia-1 19:39

220 kV Patratu-Hatia-2 16:50/19:27
150 MVA 220/132 kV ICT 2 at Patratu 19:46

132 kV Patratu-Hatia-1 16:37/19:51
132 kV Patratu-Hatia-2 16:37/20:00
132 kV Patratu-Kanke 16:38/19:50
132 kV Patratu-Patratu(DVC)-1 -




Analysis of the event (gcAT &1 fazayon):

* A
| |

l

| 220kV Bus I

220kV Bus Il

220/132 kV ATR-II '

v

i
1

I Kanke
132kV Bus1
132kV Bus I

;

132/33 KV ATR

-
v | 4
=

7

SLD of 220/132 kV Patratu S/s

Event 1 (16:01 Hrs):

Y-ph jumper of 132 kV Patratu-Patratu (DVC)-1 (ldle charged) snapped and touched B-ph
of the line, creating a phase-to-phase fault.

DR of Patratu-Patratu(DVC) line shows tripping command triggered, though breaker
didn’t open of any phase. LBB also didn’t operate. Fault was sensed in Z-4 which should
not occur.

After 1.2 seconds, fault came in Zone | and then line tripped.

132 kV Patratu-Hatia & 132 kV Patratu-Kanke tripped after 800 msec on distance
protection.

220 kV Patratu-Hatia-2 also tripped. Reason for tripping of line may be shared.
220/132 kV ICT-2 & 132/33 kV ICT didn’t trip and Namkum load was being fed.

At 16:32 Hrs, 132/33 kV ICT tripped. Reason may be shared.



Event 2 (18:43 Hrs):

When breaker of 132 Kv Patratu -Patratu line closed, SOTF triggered but breaker again
didn’t open.

132 kV Patratu-Hatia and 132 kV Patratu-Kanke tripped within 150 msec on distance
protection. Both lines shouldn’t trip immediately as fault was in reverse direction.

220 kV Patratu-Hatia-2 tripped on O/c within 300 msec.

220 kV Patratu-Tenughat tripped after 1.3 seconds.

220/132 kV ICT 2 tripped on O/c after 1.3 seconds.

Protection issue (& THX):

Breaker of 132 kV Patratu-Patratu didn’t open during both instances despite tripping
command triggered. LBB also didn’t operate.

B_ph breaker of Patratu-Patratu opened after 1.3 seconds on Zone-4 for a forward
fault.

132 kV Patratu-Hatia and Patratu-Kanke tripped in Zone-1 for a reverse fault.

Relay PT inputs for R_ph and Y_ph for all 132 kV elements seem swapped. That’s why
a fault in forward direction in 132 kV Patratu-Patratu is seen in Zone-4 and for other
lines fault is coming in Zone-1. This aspect may be checked.

220 kV Patratu-Hatia 2 tripped on O/c within 300 msec for a downstream fault.
Reason maybe checked.

Reason for tripping of 220 kV Patratu-Hatia 1 in 2nd instance may be shared.

Reason for tripping of 132/33 kV ICT at 16:32 Hrs maybe shared

Detailed report for the event is awaited from JUSNL.

Non-compliance observed (faf=aa= &1 ﬁ?—GIﬂTIWH):

Issues

Regulation Non-Compliance Utility

DR/EL not provided within | 1. IEGC 5.2 (r)
24 Hours

2. CEA grid Standard 15.3 JUSNL

Status of Reporting (FRaifé&m &} fRufq):

Complete DR/EL yet to be received from JUSNL

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.

Sequence of event not recorded at the time of event.



Annexure 2: DR recorded
132 kV Patratu-Patratu (DVC)-1% instance
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ANNEXURE B.1.1

Grid Disturbance at 220/132 kV
PTPS on 12.09.2021 at 16:03
and18:43hrs.




Overview of Incident : -

* At 16:01 hrs, all 132 kV level lines of 220/132 kV Patratu S/s
tripped except 220/132 kV ICT 2, 132/33 kV ICT to clear fault
in 132 kV Patratu-Patratu(DVC)(idle charged line).

During restoration, while charging 132 kV Patratu-
Patratu (DVC? line at 18:43 Hrs, total power failure occurred
and 220 kV side also became dead at Patratu.

* Y phase jumper snapped at tower no — 1 of 132 kV PTPS —
Ii);lgéSZle transmission line, which was identified on

e Load Loss — 15 MW
* Weather — Normal
* Major elements tripped:
i. 220 kV PTPS — Hatia -Il ckt -02
ii. 132 kV PTPS- Kanke (8C), 132 kV PTPS - Hatia -1 (9C) and
132 kV PTPS — DVC (5C)



Pre-fault Condition :-

220 kV PTPS 220 kV TTPS

220 kV Hatia ll

132 kV Hatia I (9C)

@ | 132 kV Kanke (8C)

132 kV PTPS 132 kV DVC (5C)



Post fault Condition (EVENT-1) :-

220 kV

220 kV TTPS

PTPS

o/C

220 kV Hatia ll

132 kV Hatia | (9C)

YBN fault, 71, 1Y-
2.111kA, I1B- 2.162kA

132 kV
Kanke (8C)

YBN fault, 721, F. Loc- 7.017 km,

IO

132 kV PTPS

Y- 1.337kA, 1B- 1.388kA

132 kV DVC (5C)

YBN fault, Z1, F. Loc- 7.017
km, IY- 1.337kA, IB- 1.388kA

#Y phase jumper snapped at tower no -1



Post fault Condition (EVENT - 2):-

220 kV TTPS

220 kV
PTPS

E/F

220 kV Hatia ll
132 kV Hatia | (9C)

E/F

YN fault, 71, IY- 1.82 kA
o/C

132 kV
Kanke (8C)

YN fault, 71, 1Y- 1.553 kA

132 kV DVC (5C)
YN fault, 71,

Y- 6.19 kA

IO

132 kV PTPS

#Y phase jumper snapped at tower no -1



* Relay Indications (EVENT -1) :-

Element Name Relay indication at End 1 Relay indication | Remarks
at End 2

Did not tripped. Did not tripped.
220 kV PTPS — Hatia Il
ckt—-01

YB fault, I>1 trip (O/C 1% Did not tripped. |Dueto B phase VT fuse

) failure

220 kV PTPS — Hatia Il |stage), F. dur —246.7 ms 0/C Setting - (CT- 600/1)
ckt - 02 Pick up — 1.0 A (Fwd),

TMS-0.600s .
VTS — Non-directional,
Time VTS — 200 ms

220 kV PTPS —TTPS s/c | Did not tripped. |  _____

Did not tripped. Did not tripped.
100 MVA, 220/132 kV
ICT- 02




* Relay Indications (EVENT -1) :-

Element Name

Relay indication at End 1

Relay indication at
End 2

Remarks

132 kV PTPS — Hatia |
(9C) S/C

YBN fault, Z1, Fault Loc- 0.000m,
IR-83.12 A, IY- 2.111KA, IB-
2.162kA, VRN- 35.83kV, VYN-
78.04kV, VBN- 44.72kV Fault
Resist -30.57 Q

Did not tripped.

132 kV PTPS — Kanke
(8C) S/C

YBN fault, Z1, Fault Loc- 7.017
km, IR—63.16 A, IY- 1.337KkA, IB-
1.388kA, VRN- 36.04kV, VYN-
77.56kV, VBN- 44.68kV Fault
Resist —3.79 Q

Did not tripped.

132 kV PTPS — DVC
(5C)

YBN fault, Z1, Fault Loc- 3.141
km, IR —0.00 A, 1Y- 6.190kA, IB-
6.132kA, VRN- 36.33kV, VYN-
77.06kV, VBN- 43.53kV Fault
Resist -10.10 Q




* Relay Indications (EVENT -2) :-

Element Name Relay indicationat End 1 |Relay indication |Remarks
at End 2
Did not tripped. YN fault, E/F, E/F setting (non dir)
220 kV PTPS — Hatia Il lY -1.81 kA, Pick up- 0.15
ckt—01 F.Dur-1.3s T. Delay —1.25s
CT-1200/1

220 kV PTPS — Hatia Il
ckt - 02

YN fault, IN>1 trip (E/F 15t
stage), F. dur—253.3 ms,
IR—110.85 A, IY- 807.4 A,
IB- 262.75A, IN- 451.8A

Did not tripped.

Due to B phase VT fuse failure.
E/F Setting — (CT- 600/1)

Pick up —0.20 A (Fwd),
TMS-0.550s .

VTS — Non-directional,

Time VTS — 200 ms

220 kV PTPS = TTPS s/c

Did not tripped.

YN fault, E/F,
Y- 1.003 kA
F. Dur -1.268 s

100 MVA, 220/132 kV
ICT- 02

Did not tripped.

Did not tripped.




* Relay Indications (EVENT- 2) :-

Element Name

Relay indication at End 1

Relay indication at
End 2

Remarks

132 kV PTPS — Hatia |
(9C) S/C

YN fault, Z1, Fault Loc- 4.22 km,
IR—-569.4 A, IY- 1.82 kA, IB-
659.0 A, VRN- 77.63 kV, VYN-
76.3 kV, VBN- 1.005 kV Fault
Resist -26.39 Q)

Did not tripped.

132 kV PTPS — Kanke
(8C) S/C

YN fault, Z1, Fault Loc- 5.956 km,
IR—146.4 A, 1IY- 1.553 kA, IB-
544.4 A, VRN- 77.64 kV, VYN-
76.33 kV, VBN- 1.011 kV Fault
Resist —39.77 Q

Did not tripped.

132 kV PTPS — DVC
(5C)

YN fault, Z1, Fault Loc- 3.141 km,
IR—0.00 A, IY- 6.190kA, IB-
6.132kA, VRN- 36.33kV, VYN-
77.06kV, VBN- 43.53kV Fault
Resist -10.10 Q




* Tripping Analysis :-
Event 1 (16:01 Hrs):

» At 16:01 hrs, all 132 kV level lines of 220/132 kV Patratu S/s tripped except
220/132 kV ICT 2, 132/33 kV ICT to clear fault in 132 kV Patratu-Patratu(DVC)
(idle charged line).

» Y-ph jumper of 132 kV Patratu- Patratu (DVC)-1 (ldle charged) snapped and
tou%reocl9 821p)h of the line, creating a phase-to-phase fault (which was identified
on 13.09.

Initially, Fault was sensed in Z-4 and after 1.2 seconds, fault came in
Zone- | and then line tripped.

» 132 kV Patratu- Hatia & 132 kV Patratu- Kanke tripped after 800 msec on Z1
distance protection.

» As the fault was in 132 kV Patratu- Patratu (DVC)-1 but fault was sensed in 74
and132 kV PTPS — Hatia | (9C) S/C and 132 kV PTPS — Kanke (8C) S/C sensed in
Z1. It seems that Relay PT inputs for R_ph and Y_ph for all 132 kV elements
swapped. Also, from DR it was evident that fault was in Y ph and B ph but
voltage dip occurred in R ph and B ph.

» 220 kV Patratu-Hatia-2 tripped on O/C within 300 ms due to the B phase VT
gj/s((:e failure. As VTS function is kept on Non-directional and VTS time is 200 ms in
setting.

» In DR and EL of 220/132 kV ICT-2 showed tripping command triggered, though
breaker didn’t open in any of the event. It seems there is any issue in tripping
circuit.




* Tripping Analysis :-
Event 2 (16:43 Hrs):

» After 16:01 hrs event during restoration, while charging of 132 kV Patratu-
Patratu (DVC) line at 18:43 Hrs, total power failure occurred and 220 kV side also
became dead at Patratu.

» Y phase jumper snapped at tower no — 1 of 132 kV PTPS — DVC (5C) transmission
line, which was identified on 13.09.21.

» When breaker of 132 Kv Patratu -Patratu line closed, SOTF triggered but breaker
didn’t tripped.

» 132 kV Patratu- Hatia and 132 kV Patratu- Kanke tripped within 150 msec on Z1
distance protection.

» As the fault was in 132 kV Patratu- Patratu (DVC)-1 but fault was sensed SOTF in
Z4 and132 kV PTPS — Hatia | (9C) S/C and 132 kV PTPS — Kanke (8C) S/C sensed in
Z1. It seems that Relay PT inputs for all 132 kV elements swapped. Also, from DR
it was evident that fault was in Y ph but voltage dip occurred in B ph.

» 220 kV Patratu-Hatia-2 tripped on E/F within 300 msec due to the B phase VT
Et}f:e failure. As VTS function is kept on Non-directional and VTS time is 200 ms in
setting.

» 220 kV Patratu - Tenughat and 220 kV Patratu-Hatia-1 tripped on E/F after 1.3
seconds from remote end.

» In DR and EL of 220/132 kV ICT-2 showed tripping command triggered, though
breaker didn’t open in any of the event. It seems there is any issue in tripping
circuit.

» Eventually the fault was cleared after tripping of 220 kV Patratu - Tenughat and
220 kV Patratu-Hatia-1.




Remedial Measures to be taken :-

» Breaker and tripping circuit of 132 kV Patratu- Patratu_DVC (8C) need to be
checked and tested.

» Relay PT inputs for R_ph and Y_ph for all 132 kV elements seem swapped.
This aspect need to be checked.

» Breaker and Tripping circuit of 220/132 kV ICT-2 need to be checked and
tested.

» PT fuse for distance protection relay of 220 kV Patratu — Hatia Il ckt -2 need
to be checked.



THANK YOU
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POWER SYSTEM OPERATION CORPORATION LIMITED

(A Government of India Enterprise)

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

FT: 033- 24235755, 24174049 e 033-24235809/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
AT E-AT: 03-09-2021/1 fai®: 01-10-2021

Report on the grid event in Eastern Region (gdf &= # firs ge1 w= fuid)
Summary of the event (4¢HT &1 ARIX):
At 21:52 hrs, R_ph Bus PT of 220 kV Bus-2 at Ramchandrapur burst, leading to tripping of both
220 kV buses at Ramchandrapur. This led to total power failure at Ramchandrapur. Around 200
MW load loss occurred in Adityapur, Rajkharsawan and Jadugoda.
Date / Time of disturbance: 03-09-2021 at 21:52 hrs

e Event type: GD-1

e Systems/ Subsystems affected: 220/132 k\VV Ramchandrapur

e Load and Generation loss.

o No generation loss was reported during the event.

o Around 200 MW load loss reported during the event at Adityapur, Chandil,
Jadugoda

Important Transmission Line/element if out (gl T=RUI A3 I §¢ B):
e NIL

Major elements tripped (Y& ﬁﬁ'ﬂ):

220 kV Main Bus | & Il at Ramchandrapur

220 KV Jamshedpur-Ramchandrapur |, Il & 11l (400/220 kV ICT I, ICT Il & ICT Il at Jamshedpur)
220 kV Joda-Ramchandrapur

220 kV Chandil-Ramchandrapur

220 kV Chaibasa-Ramchandrapur D/c

3*150 MVA 220/132 kV ICT I, ICT II, ICT Ill at Ramchandrapur

Network across the affected area (WH1fad & BT M)
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Figure 1: Network across the affected area
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sSMm 201 kv

Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁﬁﬂ% G‘ﬁ?tﬂ@{qﬁa&m):

|q1g am Sudg 1 a daa Sudg 2 rd dda drowg wdder

220 kV Bus-I, Bus Il at i
Ramchandrapur
JZ:ngskr:/eZ;:]rclthni:apur_ Didn’t trip from 400kV side

71:52 [220 kV Ramchandrapur- R_ph Bus PE of 220 kv Around 50 kV dip in
Chaibasa D/c Bus I burst ) R L

_ph, 28 kV dip in

220 kV Ramchandrapur- i Y_ph at Jamshedpur
Chandil

220 kV Ramchandrapur-Joda -

3*150 MVA 220/132 kV ICTs at
Ramchandrapur




R Y B Phase Voltage

Voltage (kV / \

Reset zoom

Vi VEM
Subsratonld: JAMSH_PG Substasionld: JAMSH_PG Substationid: |AMSH_PG
Deviceld: 4008US | Dewiceld: 4006US1 Deviceld: 400215

Figure 3: PMU snapshot of 400/220 kV Jamshedpur S/s

Restoration (qafaw 31 ufta)

Transmission/Generation element name

Restoration time

220 kV Bus 1 at Ramchandrapur

01:28
220 kV Bus 2 at Ramchandrapur 02:56
220 kV Jamshedpur-Ramchandrapur | 01:39
220 kV Jamshedpur-Ramchandrapur Il 01:47
220 kV Jamshedpur-Ramchandrapur Ill 02:56
220 kV Ramchandrapur-Chandil 01:43
220 kV Joda-Ramchandrapur 02:48
220 kV Ramchandrapur-Chaibasa | 01:28

220 kV Ramchandrapur-Chaibasa Il

14:31 (04.09.2021)

150 MVA 220/132 kV ICT I at Ramchandrapur

01:39

150 MVA 220/132 kV ICT Il at Ramchandrapur

01:47

150 MVA 220/132 kV ICT lll at Ramchandrapur

02:56




Analysis of the event (9T &T fazwUT) & Protection issue (YR ET THIN):

e Schematic Bus diagam of Ramchandrapur is as below:

220/132 KV 400/220 400/220
ICT LILII KV ICT I KVICTI Soda Chandil |
I T ‘ ? *
|
' 220 KV Bus I

220kV Bus I

Ll

| Chaibasa IT | | Chaibasa I l 400/220 KV
ICT IO

be cleared either by Zone-4 of local end or Z-2 of remote end.

R_ph Bus PT of 220 kV Bus Il burst. As there was no busbar protection, the fault should

e Chaibasa Ckt-2 tripped in Zone-2 from Chaibasa end, and in Zone-4 from Ramchandrapur

end.

e Chaibasa ckt-1 tripped in E/F (Non directional within 100 ms) from Ramchandrapur end,
While from Chaibasa end R_phase breaker opened immediately and rest two phase
opened after 1.2 seconds. (Same was also observed in previous disturbance, needs to

be rectified).

e Bus coupler tripped within 100 ms, still Remote ends connected to BUS-1 (Chnadil, Joda)
were seeing the fault and tripped in Zone-2, this shows that PT burst of BUS-2 may also

have caused fault in Bus 1. Local end RCP for both the lines sensed fault in zone-4.

e 220/132 Kv ICT 1&2 &3 tripped on non-directional high set O/C within 50ms. (This
needs to be reviewed and some delay of 100-150 ms may be provided with proper
study). As for close end line fault clearance within z-1 may also cause tripping of ICT.

e 400/220 kV ICT I tripped on differential protection (R_ph). Fault was on 220 kV bus then

why differential protection operated for external fault.
¢ Root cause analysis for PT burst to be done.



Non-compliance observed (FAfSraH= @1 7R-3rquTer):

Issues Regulation Non-Compliance Utility

DR/EL not provided within | 1. IEGC5.2 (r)

24 Hours 2. CEA grid Standard 15.3 JUSNL, PG ER-l

Status of Reporting (FRafém &} fRufq):

e DR/EL received from JUSNL
e DR/EL received from PG ER-I

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of

the event.
Sequence of event not recorded at time of event.

Annexure 2: DR recorded

DR of 220 kV Ramchandrapur-Chaibasa |
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POWER SYSTEM OPERATION CORPORATION LIMITED f
(A Government of India Enterprise) QOSO c©

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

FT: 033- 24235755, 24174049 579 : 033-24235809,/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
AT HE&AT: 26-09-2021/1 & 07-10-2021

Report on the grid event in Eastern Region (qdt & # frs wear o Rud)

Summary of the event (&e=T &1 ART2A):
At 15:31 Hrs, 220 kV Daltonganj-Garhwa(New) D/c tripped on B-phase to earth fault, leading to
total power failure at 220/132 kV Garhwa(New) S/s. There was total load loss of 34 MW during
the event (including traction load loss of 11 MW at Garhwa).
Date / Time of disturbance: 26-09-2021 at 15:31 hrs
e Event type: GD-1
e Systems/ Subsystems affected: 220/132 kV Garhwa (New)
e Load and Generation loss.
o No generation loss was reported during the event.
o Around 34 MW load loss reported during the event at Garhwa by Jharkhand SLDC.

Important Transmission Line/element if out (FgeaoT H=Ror ams+t 3t 45 8):
e NIL

Major elements tripped (3@ fefdam:

e 220 kV Daltonganj-Garhwa (New) D/c
e 220kV Bus 1 & Bus 2 at Garhwa (New)

Network across the affected area (THTfad &35 &7 sT%F2m)

chnenag ar (Bihar)

Rihand (UP

o ©
Dalto\\g‘u’
X

Figure 1: Network across the affected area
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Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (Rel Hehd 3R druag qddao):

T AT 37 &g 1 RS ada uFg2RATHT | druag gddamor
220 kV Bus-1, Bus 2 at i )
Garhwa (New)
15:31 220 kV Daltonagnj- B_N, FC-1.7 kA, FD-  |B-N, FC-1.4kA, FD-59 |Around 52 kV dip in
Garhwa(New)-1 56 km km B_ph at Daltongan].
. ; . A/r failed
220 kV Daltonagnj- Didr’t tri Enl:l' FC-1.4Ka, FD-65 /
Garhwa(New)-2 P
= T = T R
R'Y B Phase Voltage
“\ o~ N A Reset zoom _
- ‘l\ l;‘ “\ ,"A/
\ | \ /
0 |‘ i ‘1‘ 7
e ] o 0:25 ) ; 1 - w q‘* r :-:S‘H 27.799 \4 30:28. j = 5:30:28 a—
- VBM VRM
Substationld: DALTN_PG

Substationld: DALTN_PC Substationld: DALTK_PG
Deviceld: 400DALTNSASAR? Deviceld: 400DALTNSASARZ Deviceld: 400DALTNSASAR?

Figure 3: PMU snapshot of 400/220 kV Daltonganj S/s




Restoration (qaTawaT Y ufta)

Transmission/Generation element name Restoration time
220 kV Bus 1 at Garhwa (New) 16:26
220 kV Bus 2 at Garhwa (New) 16:26
220 kV Daltonganj-Garhwa (New)-1 16:26
220 kV Daltonganj-Garhwa (New)-2 17:11

Analysis of the event (ge=T %1 fa2awor) & Protection issue (ﬂTﬁT HAEI):

e There was a B-phase to earth fault in 220 kV Daltonganj-Garhwa (New)-1 which was
cleared within 100 msec. After 1 second, A/r attempt failed.

e As 220 kV Daltonganj-Garhwa (New) D/C lines are radial in nature therefore POTT scheme
has been implemented.

e Atthe A/Rinstance of ckt-1, Daltonganj end of ckt-2 was sensing the fault of ckt-1 in Zone-
Il and was sending carrier to Garhwa end.

e Thereafter A/R of Ckt-1 got failed leading to its tripping from Garhwa end. With this,
suddenly current reversal took place in ckt-2 and Garhwa end of ckt-2 started sensing the
same fault in zone-2, and it was receiving the carrier also so tripping condition for ckt-2 at
Garhwa end got satisfied and caused tripping of Ckt-2 from Garhwa only. This also caused
the load loss at Garhwa.

e Proper implementation of Current reversal guard needs to be ensured to avoid such

tripping.

Nature of the Fault & Frequent Tripping of 220 kV Daltonganj-Garhwa
220 kV Daltonganj-Garhwa-2 tripped frequently in the month of September’21. Details of
all tripping are given as below:

Sr | Element Tripping | Tripping
No | Name Date Time Reason Remarks

B-phase fault started first and after some time

converted to perfect phase to phase fault
220KV- GARHWA: Z1, YB, ly-518A, lb- indicating, sag and clearance issue. For Phase-
DALTONGAN!J- 555A, 49.59km to-phase fault at Daltonganj end R phase did
GARHWA (NEW)- DALTONGAN!J: YB, ly-2.8kA, Ib- not open and was holding, only Y&B phase

1> 03-09-2021 12:22 | 2.9kA, 27.6km opened.

B phase fault but at Garhwa end ,No A/R
220KV- occurred and breaker was open for some time
DALTONGAN!J- after that tripped in PD ,while at Daltonganj
GARHWA (NEW)- A/R was successful. Arc over occurring at Peak

2|2 06-09-2021 09:16 | Garhwa B-N, 479.9 A 60.5 km voltage.
220KV- Daltonganj:- R-Y, 64.4KM,
DALTONGANJ- Ir=ly=1.8KA, Z-2 Y phase fault converted to perfect R-Y phase
GARHWA (NEW)- GARHWA:- Z-1, 25.2KM, R-Y, to phase fault , with fault occurring at Voltage
3|2 07-09-2021 14:43 | Ir=lb=1.1KA peak.




220KV-
DALTONGANJ-
GARHWA (NEW)-
4>

13-09-2021 18:38

Daltonganj: A/R
successful,137.7Km,0.978Ka,b-n
Garhwa New: Z-I, 18.07
kM,1a=165.9A, I1b=219.3A,
1c=916.2A

B phase fault but at Garhwa end ,No A/R
occurred and breaker was open for some time
after that tripped in PD ,while at Daltonganj
A/R successful. Arc over occurring at Peak
voltage.

220KV-
DALTONGANJ-
GARHWA (NEW)-
5|2

17-09-2021 11:23

A/R SUCCESSFUL FROM
DALTONGANJ; GARHWA: Z-1, B-
N, Fc=0.88 kA, Fd= 54.25km

B phase fault but at Garhwa end, No A/R
occurred and breaker was open for some time
after that tripped in PD, while at Daltonganj
A/R successful. Arc over occurring at Peak
voltage.

220KV-
DALTONGANIJ-

GARHWA (NEW)-
6|2

26-09-2021 15:31

Garhwa: B-N,1.4kA, 65Km,
Daltonganj - did not trip

B phase fault, A/R unsuccessful at both end in
ckt-1 while ckt-2 tripped from only Garhwa
end .Current reversal guard implementations
to be checked as racing has caused tripping of
ckt-1.

Fault Nature, Sag and Clearance Issue:

It can be observed from below plots that B phase current started rising slowly and then got
converted to perfect phase to phase fault (as phase currents of Y and B are 180 degrees apart)
due to arc over at voltage peak instance. B phase was involved in each fault.

Same phenomenon as mentioned above is observed in almost all cases, which indicates that the
fault is occurring due to sag and clearance issues, hence proper line patrolling and healthiness of
line should be maintained, same kind of fault nature was also observed in this line few months
ago which was resolved by, jumper tightening and tree pruning at some locations. This needs to

be looked into again and taken care.
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Non-Operation of Auto Reclose:

In 3 instances, it was observed that for B-Earth single phase fault Single(B) phase opening is
occurring at Garhwa end but, after dead time A/R is not occurring and B phase kept opened until
Pole discrepancy operated and caused tripping of line .For all these instances A/R was successful
from Daltonganj end proper A/R operation at Garhwa end could have avoided tripping .

Non-compliance observed (ﬁ'ﬁﬂ'ﬂﬂ' ) i}T-3'I7-,I"‘=I1?‘|7-I'):

Issues

Regulation Non-Compliance

Utility

DR/EL not provided within
24 Hours

1. IEGC 5.2 (r)
2. CEA grid Standard 15.3

JUSNL, PG ER-I

Status of Reporting (Ruiféar i Rufa):

e DR/EL received from JUSNL
e DR/EL received from PG ER-I

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.
Sequence of event not recorded at time of event.

Annexure 2: DR recorded

DR of 220 kV Daltonganj-Garhwa Il (Garhwa end)
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POWER SYSTEM OPERATION CORPORATION LIMITED f
(A Government of India Enterprise) QOSO c©

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

I; 033- 24235755, 24174049 T 033-242 35809/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
Yo G- 28-09-2021/1 fa-ie: 01-10-2021
Report on the grid event in Eastern Region (gdf &= # fre ge=1 w1 Ruid)
Summary of the event (4¢HT &1 ARIX):
At 17:18 hrs, all 220 kV lines emanating from Hazipur tripped. Consequently total power failure

occurred at Hzaipur and Amnour. Around 230 MW load loss occurred at Hazipur, Siwan,
Chhapra, Amnour and Sithalpur.

Date / Time of disturbance: 28-09-2021 at 17:18 hrs
e Event type: GD-1

e Systems/ Subsystems affected: 220/132 kV Hazipur, 220/132 kV Amnour
e Load and Generation loss.

o No generation loss was reported during the event.

o Around 230 MW load loss reported during the event at Hazipur, Siwan, Chhapra,
Amnour, Sithalpur

Important Transmission Line/element if out (gl T=RUI A3 Wl ¢ B):
e 220kV Hazipur-Barauni (BTPS)-1

Major elements tripped (Y& ﬁﬁ'ﬂ):
e 220 kV Main Bus | & Il at Hazipur

e 220 kV Hazipur-Muzaffarpur D/c

e 220 kV Hazipur-Amnour D/c

e 220 kV Hazipur-Barauni (BTPS)-2

e 1*200 MVA 220/132 kV ICT | at Hazipur

e 2*¥100 MVA 220/132 kV ICT I, ICT Il at Hazipur
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Network across the affected area (WHTfI & &1 -a=M)

OXIFIXD5) \k\\*—\‘.
[am dayalu f;75 ;‘m

\Muza ffarpuy

Mashraklgs

lkima

ChapraTS¥

oY

\ 3
N

N
o = | I—Ir.j il)ilr
17\&_ [\ .-. L)'1 el}x | .‘55 .

i"!-..\ Bihtg r‘ﬂ?\\-:./ o N JGaighat o o) S

Arra TSS

Figure 1: Network across the affected area

| 1|
Patna(PG)

Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁaﬂ% eﬁvdﬂmuﬁéw):

qg amw Su s 1 ¥ Jd Su bz 2 ¥a doa frony vddeor

220 kV Bus-I, Bus Il at Hazipur

Z-1 in Amnour-2 but

220 kV Hazipur-Muzaffarpur-I . Didn’t trip o
17:18 breaker did not opened 23 kV dip in R phase
220 kV Hazipur-Muzaffarpur-Il | initiated LBB which with fault clearance
caused tripping of all ckts time of 250ms.

220 kV Hazipur-Amnour | from Hazipur end.

220 kV Hazipur-Amnour Il




220 kV Hazipur-Barauni (BTPS)-
Il

2*100 MVA 220/132 kV ICTs at
Hazipur

Didn’t trip

R Y B Phase Voltage

171735513 171758713 IFIT:58915 171750013

VRM
Substationld: MUZAF_FG
Deviceld: 4000U5Y_

MUZAF_PG

— VEM

Deviceld: 4008UST__

MUZAF_PG
Deviceld: 400BUS1

Figure 3: PMU snapshot of 400/220 kV Muzaffarpur S/s

Restoration (Jafa<yT @1 uft)

Transmission/Generation element name

Restoration time

220 kV Bus 1 at Hazipur

17:30
220 kV Bus 2 at Hazipur 17:30
220 kV Muzaffarpur-Hazipur | 17:34
220 kV Muzaffarpur-Hazipur Il 18:11
220 kV Hazipur-Amnour | 17:34
220 kV Hazipur-Amnour Il
220 kV Hazipur-Barauni (BTPS)-II 17:30

100 MVA 220/132 kV ICT | at Hazipur

100 MVA 220/132 kV ICT Il at Hazipur




Analysis of the event (dC T bI m)&Protection issue (& JHH):

e Fault was in 220 kv Hazipur-Amnour -II ,Distance protection picked and gave trip
command but Breaker did not opened hence LBB initiated.

e Further LBB gave tripping command after 250ms to all the elements from Hazipur
substation and all elements tripped and fault was isolated. Zone-4 of all lines at Hazipur
end also picked but prior to that LBB gave trip command to all lines.

e Ideally With LBB initiation only the elements which are at same bus as of Amnour -2
should have tripped along with the bus coupler and all elements with other bus should
have remained in service this needs to be checked (BSPTCL to reply). With proper LBB
operation Load loss could have been avoided.

e As the Hazipur is GIS reason for non-opening of breaker also needs to be checked and
resolved. (BSPTCL to reply).

Non-compliance observed (fafaa= &1 ﬁ'\f-ala'ma'—r):

Issues Regulation Non-Compliance Utility

DR/EL not provided within | 1. IEGC 5.2 (r)

24 Hours 2. CEA grid Standard 15.3 BSPTCL, PG ER-I

Status of Reporting (RaifdT &1 fRufq):

e DR/ELyet to be received from Barauni.
e DR/EL yet to be received from PG ER-I

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.

Sequence of event not recorded at time of event.



Annexure 2: DR recorded at Hazipur end for Amnour-Ii
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DR recorded at Hazipur end for Muzzafferpur-I
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Annexure B.5
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POWER SYSTEM OPERATION CORPORATION LIMITED

(A Government of India Enterprise)

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

T 033- 24235755, 24174049 5 : 033-24235809/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
YeATESAT: 29-09-2021/2 fi®: 07-10-2021
Report on the grid event in Eastern Region (gdf &= # firs ge1 w= fuid)
Summary of the event (4¢HT &1 ARIX):

At 11:28 hrs, 220 kV Hazipur-Amnour-1 tripped due to operation of bus bar protection at
Hazipur. Total power failure occurred at Amnour as it was being through 220 kV Hazipur-

Amnour-1, Ckt-2 was under breakdown. Around 140 MW load loss occurred at Siwan, Chhapra
and Amnour.1

Date / Time of disturbance: 29-09-2021 at 11:28 hrs
e Event type: GD-1
e Systems/ Subsystems affected: 220/132 k\VV Amnour
¢ Load and Generation loss.
o No generation loss was reported during the event.
o Around 140 MW load loss reported during the event at Siwan, Chhapra, Amnour

Important Transmission Line/element if out (AgaqUl T=RUTI A3 Wl ¢ B):
e 220kV Hazipur-Amnour-2

Major elements tripped (W@ feftm):
e 220 kV Main Bus | & Il at Amnour

e 220 kV Hazipur-Muzaffarpur |
e 220 kV Hazipur-Amnour |
e 220 kV Hazipur-Barauni (BTPS)-2
e 220 kV Bus | at Hazipur
Network across the affected area (THTfad &= T =Ta=)
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Figure 1: Network across the affected area
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MZ'PG
400 kv

Patna(PG)
405 kv D

Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁﬁﬂ% Gﬁ?tﬂ@?{qﬁa&m):

qg amw U s 1 ¥a ddva Su s 2 ¥ doa Trony wddeor

220 kV Bus-I at Hazipur

220 kV Hazipur-Muzaffarpur-I . Didn’t trip
11:28 Bus bar protection

220 kV Hazipur-Barauni (BTPS)- operated at Hazipur No fault observed in
Il PMU

220 kV Hazipur-Amnour | -

220 kV Bus-1,Il at Amnour Loss of power suppply

R Y B Phase Voltage

“v«m MMM«% quW‘M o g Mgwwﬁm

(e r«)",* “%“WV‘KMMM(
‘w«.“ "
| Wty
VW‘\A-\‘M,*.“‘ {‘N‘Ml\u’v "
e e A
Wit A a'tMm‘r?h“ww‘a‘/'MM o MM'M*“WW”MM Nt P “Wq T A A A A,
VRM VEM
Substatonkd: MUZAF PG Subrstationld: MUZAF_PC Substationld: MUZAF_PG I
Deviceld. 4008051 Devicaid: 4008US) Deviceld: 4008151

Figure 3: PMU snapshot of 400/220 kV Muzaffarpur S/s




Restoration (qafa=iT &1 ufta)

Transmission/Generation element name

Restoration time

220 kV Bus 1 at Hazipur 11:37
220 kV Muzaffarpur-Hazipur | 11:55
220 kV Hazipur-Amnour | 11:55
220 kV Hazipur-Barauni (BTPS)-II 11:37

Analysis of the event (geT &T fdRAYUN) & Protection issue (g &m qH H):

e No fault observed in PMU.

e As reported, during testing of 220 kV Hazipur-Amnour Il (which was under breakdown),
bus bar protection of 220 kV Bus | operated. Proper precaution should be taken during
any testing to avoid such kind of tripping which resulted in load loss.

Non-compliance observed (ﬁﬁ'ﬂ'ﬂ? G} ﬁT-GE[CIWF[):

Issues

Regulation Non-Compliance

Utility

24 Hours

DR/EL not provided within | 1. IEGC5.2 (r)

2. CEA grid Standard 15.3

BSPTCL, PG ER-I

Status of Reporting (RaiféT &1 fRufq):

e DR/EL yet to be received from BSPTCL
e DR/ELyet to be received from PG ER-I

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.

Sequence of event not recorded at time of event.

Annexure 2: DR recorded

DR yet to be received.




Annexure B.6

qrea fRreeq AT Feare ferfaes
(AT FLHTE & I=AH)
POWER SYSTEM OPERATION CORPORATION LIMITED

(A Government of India Enterprise)

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

I; 033- 24235755, 24174049 T 033-24235809/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
eS| 29-09-2021/1 fa-ie: 11-10-2021
Report on the grid event in Eastern Region (gdf &= # fire ge=1 = Ruid)
Summary of the event (4¢HT &1 ARIX):

At 01:24 hrs, total power failure occurred at 220/132 kV Ramgarh, 132 kV Patratu S/s and 132 kV
North Karnpura S/s. Around 150 MW load loss occurred in Ramgarh, Patratu and North

Karnpura. Power supply was extended to the affected areas by 01:30 Hrs through 132 kV
Ramgarh-Gola.

Date / Time of disturbance: 29-09-2021 at 01:24 hrs
e Event type: GD-1

e Systems/ Subsystems affected: 220/132 kV Ramgarh
e Load and Generation loss.

o No generation loss was reported during the event.
o Around 150 MW load loss reported during the event at Ramgarh, Patratu and
North Karnpura by DVC SLDC

Important Transmission Line/element if out (AgYUl HRUI A3 Sl §¢ 3):
o NIL

Major elements tripped (W@ feftm):
e 220 kV Main Bus | & Il at Ramgarh

e 220 KV Ranchi-Ramgarh
e 220 kV Ramgarh-BTPS B D/c
e 2*150 MVA 220/132 kV ICT I, ICT Il at Ramgarh

Network across the affected area (TMTfad &= T =a=)
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Figure 1: Network across the affected area
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Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁﬁﬂ% ﬁ?tﬂuﬂquﬁé&rwy

| am 3u g 1 ¥a dova 3u g 2 e dava Treay wdagon

220 kV Bus-I, Bus Il at Ramgarh - -

01:24 {220 kV Ramgarh-Ranchi-I ZIV Didn’t trip .
No fault observed in
220 kV Ramgarh-BTPS B D/c A\ - PMU at Ranchi
2*%100 MVA 220/132 kV ICTs at i i
Ramgarh
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Figure 3: PMU snapshot of 400/220 kV Bokaro S/s




Restoration (qafa=iT &1 ufta)

Transmission/Generation element name Restoration time
220 kV Bus 1 at Ramgarh 01:42
220 kV Bus 2 at Ramgarh 01:42
220 kV Ramgarh-Ranchi-I 11:50(04.10.2021)
220 kV Ramgarh-BTPS B-I 01:42
220 kV Ramgarh-BTPS B-II 01:42

Analysis of the event (92T &1 fazeivur) & Protection issue (YR ET THIT):

e As reported by DVC SLDC, bus PT isolator was stolen in live condition and there was no
sparking. Bus bar protection also didn’t operate. DVC may explain.

e At first B_ph voltage disappeared then after 350 msec voltage of other two phase also
disappeared. One of the relays of each line then sensed the fault in Z IV. Report from DVC
is attached in annexure.

e Incident maybe elucidated by DVC.

Non-compliance observed (ﬁﬁ'ﬂ'ﬂ? G} ﬁT-GIﬂ'CI'IFIW):

Issues Regulation Non-Compliance Utility

DR/EL not provided within | 1. IEGC5.2 (r)

DVC, PG ER-1
24 Hours 2. CEA grid Standard 15.3 C, PG

Status of Reporting (RaiféT &1 fRufq):

e DR/ELyet to be received from DVC

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.

Sequence of event not recorded at time of event.

Annexure 2: DR recorded

DR yet to be received.



Annexure 3:DVC Report

Investigation Report on Total power failure of Ramgarh 220 kV system on 29/09/21

Brief History:

At around 1:24 Hrs on 29/09/21, 220 kV Bus PT isolator was stolen online 220 kV bus of at
Ramgarh S/S resulting in tripping of all 220 kV lines i.e. L#233, L#234 & L#249 from Z4 distance

protection.
Ramgarh BTPS B
220 kV Current Flow Direction 220 kV
ip, Dist
St A.B.C Current Flow Direction
220 kV
Bus PT 24 Trip, Dist
—— St A,B,C Current Flow Direction
1.'\, }\1———— ' = —1
R ] 74 Trip, Dist
This Bus PT | St A,B,C Ranchi PGCIL
isolator was |
stolenin Live |
Condition /
!
Relevant SLD:

Analysis of Trippings:

i)

Stealing of Bus PT isolator in live condition did not cause any sparking and did not result
in any kind of bus fault. Busbar protection was in service, no operation of this protection
occurred. Due to the same reason, there was no 22 distance protection operation of 220
kV Lines from remote end.

220 kV Lines at Ramgarh S/S end have two distance protection relays i.e. GE D60 & ABB
REL670 Relay. Operating principle of fuse failure function of these two relays are
different. It was observed from relevant DR files, that all three PT voltages did not
disappear simultaneously during this incident. At first B phase PT voltage went away. This
time both the relays sensed VT fuse failure and blocked distance protection. But after
around 350ms of this occurrence, when all three PT voltages disappeared, VT Fuse failure
condition remained in latched condition in D60 relay. But the same did not happened in
ABB REL670 Relay. It has been observed from ABB REL670 logic diagram, that minimum
5 sec is needed to seal in three phase VT fuse failure condition. If all three PT voltages die
down within 5 sec of sensing asymmetrical VT fuse failure, then VT fuse failure condition
will get reset in ABB REL670 and distance protection will be unblocked. Due to this reason
when all three PT voltages were unavailable, all ABB REL670 relays tripped from Z4
distance protection as current direction of all those three 220 kV lines were towards
Ramgarh Bus.

Remarks: No maloperation of protection relays occurred as per logic of internal protection
functions of these relays.
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Annexure B.7
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POWER SYSTEM OPERATION CORPORATION LIMITED
(A Government of India Enterprise) QOSO c©

Eastern Regional Load Despatch Centre: 14, Golf Club Road, Tollygunge, Kolkata-700 033.
CIN: U40105D1L2009G01188682

FT: 033- 24235755, 24174049 579 : 033-24235809,/5029 Website:www.erldc.org, Email ID- erlde@posoco.in
YT HST: 18-09-2021/1 fai®: 01-10-2021

Report on the grid event in Eastern Region (gdf &= # fire ge=1 = Ruid)
Summary of the event (4¢HT &1 ARIX):
At 17:59 hrs, all three circuits emanating from 220 kV UpperKolab HEP tripped and 220 kV bus
became dead while synchronizing U#2 at UpperKolab. 73 MW generation loss occurred due to
tripping of running U#1.
Date / Time of disturbance: 18-09-2021 at 17:59 hrs
e Event type: GD-1
e Systems/ Subsystems affected: 220 kV UpperKolab
e Load and Generation loss.
o 73 MW generation loss occurred
o No load loss occurred during the event

Important Transmission Line/element if out ('FIEETLUf TRV TS ol §¢ %):
e NIL

Major elements tripped (m%ﬁm:
e 220 kV Main Bus | & Il at UpperKolab

e 220 kV UpperKolab-Jaynagar-1
220 kV UpperKolab-Jaynagar-2
220 kV UpperKolab-Therubali-1
80 MW U#1 at UpperKolab

Network across the affected area (IT‘I-ITFq’H &h EBTT-IT:IQH)
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Figure 1: Network across the affected area
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Figure 2: SCADA snapshot of the system

Relay indication and PMU observation (ﬁﬁﬂ% ﬁvtﬂ@quﬁ&wn:

|q1g M 3u g 1 a doa Suds 2 a dapa drowg wdder
220 kV Bus-l, Bus Il at )
UpperKolab
71:52 [220 kV UpperKolab-Jaynagar-1 -
No fault observed in
220 kV UpperKolab-Jaynagar-2 U#2 LBB operated - PMU
220 kV UpperKolab-Therubali -
80 MW U#1 at UpperKolab -
Line Series By Time

—

k.ff B e (X910

Figure 3: PMU snapshot of 220 kV UpperKolab S/s




Restoration (qafa=iT &1 ufta)

Transmission/Generation element name Restoration time
220 kV Bus 1 at UpperKolab 18:47
220 kV Bus 2 at UpperKolab 18:47
220 kV UpperKolab-Jaynagar-1 18:47
220 kV UpperKolab-Jaynagar-2 18:47
220 kV UpperKolab-Therubali-1 20:02

Analysis of the event (geAT T fagayun):

e As per PMU plot at UpperKolab, no fault was observed. The reason of operation of LBB
of U#2 may be analysed.

Protection issue (gR&T THAT):
e Both 220kV buses tripped on LBB. OHPC to explain.

Non-compliance observed (ﬁﬁ'ﬂ'ﬂ? G} ﬁT-GIﬂ'CI'IFIW):

Issues Regulation Non-Compliance Utility

DR/EL not provided within | 1. IEGC5.2 (r)

24 Hours 2. CEA grid Standard 15.3 OPTCL, OHPC

Status of Reporting (FRaifé&m &} fRufq):

e DR/EL yet to be received from OHPC & OPTCL

Annexure 1: Sequence of events recorded at ERLDC SCADA data at the time of
the event.

Sequence of event not recorded at time of event.

Annexure 2: DR recorded

DR yet to be received.



Annexure B.8.1

Islanding Performance and Frequency variation for past few Islanding events were checked for Island
stability evaluation and following observations are listed in regard to this, (Plots for each event in
attached)

e Oscillating Variation of frequency after island formation in Budge-budge frequency is
observed upto (0.5-1Hz) and was varying continuously till it got synchronised with grid at
Howrah point, this may also be checked.

e Such pro longed variation of frequency during whole islanded mode may be checked.

e In event 3 Budge-Budge Unit generation was also oscillating, root cause for which needs to
be looked into which is ultimately driving the frequency of island.(Plot attached)

e Any cyclic load changes or other behaviour may also be analysed. Variation of traction and
Metro load may also be studied.

e Governor parameter tuning during islanded mode may also be checked along with PSS for
stability during islanded mode.

e Reason for such continuous high oscillating variation in frequency may be analysed and
possible consequences may also be looked.

e Frequency of oscillation was very slow 1 cycle in a minute so approx. 0.014Hz. So
mechanical parameters associated with Machines may be checked for root cause analysis .

e Under frequency load shedding setting as shared within the island starts from 49.4Hz and
may cause operation of UFR relay in some cases inside the island. Which is detrimental for
island survival.

e As observed in below cases for 2 events, Frequency dipped upto 49.5 & 49.6Hz due to
these variations. Chakmir -47Mw is under UFR shedding at 49.4Hz, tripping of which may
further cause stability problem within island. (Setting attached)

e Same variation pattern was also observed during past events also one such event of
28April 2020 was checked and same observation found (Plot attached).
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PAST ISLANDING ON 28 APRIL 2020:

EVENT 4

-

In the 2020 Event also same very low frequency oscillatory variation observed

ISLANDING

=

AEREAEE A A R




Oscillation Frequency as observed from FFT Spectrum: Very low frequency of 0.014 Hz observed

MAGNITUDE

UFR setting for First Two stages:

Settings of Under frequency relays
CESC system
Stage 13:;:?; v 33kV Feeder Max Load in MW
Stage-| SUMMER WINTER
CHAKMIR 55 MVA TRF-1 &2 a7 29
49.4Hz KAMARHATITRF - 1 g 6
NCGS
KUTIGHAT TRF - 3 10 3
TOTAL 65 43
Stage-Il
NEW DUMDUM TRF - 1 15 11
NEW DUMDUM TRF - 2 14 9
DUMDUM
SOUTH DUMDUM TRF - 1 15 3
49.2Hz DUMDUM TRF - 3 12 7
BAURIA1 & 3 18 12
BBGS FORESHORE RD D/S( 6 KV FEEDER) 9 5
SALIMAR D/S ( 6 KV FEEDER) 7 3
TOTAL 20 55




VERIFICATION BY PMU PLOTS FOR ALL EVENTS

by PMU Plot:
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EVENT 2 Frequency comparison by PMU Plot
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EVENT 3: PMU PLOT 15 September 2021
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Annexure B.8.2

LOW FREQUENCY OSCILLATION BETWEEN 03:52 TO 03:58 Hrs ON
20/09/2021

LFO of 0.8-0.9 Hz was observed between 03:53 Hrs to 03:57 Hrs near Subhasgram area ,magnitude
of which was observed most near Subhas gram and magnitude started reducing as moving away
from Subhasgram .

It was most prominent in Frequency only.

LFO was of Local mode which indicates that the oscillation initiated with hunting of any nearby
unit.

Subhas gram Frequency
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Mode : 0.8 to 0.9 hz (Local mode) ,This also indicates towards oscillation of any plant

against the whole grid of Hunting of any unit due to any problem.

HZ Line Senes Line S8 5 By Time

Magnitude(Y axis) Vs Frequency(X axis)




Above signal conditioning PSD and FFT of plot also shows Prominent mode of oscillating frequency
0.8-0.9 Hz (Local mode).

Critical modes as observed from below plot can be seen as between 0.8-0.9Hz with

damping ratio less than 5%

Damping ratio vs frequency
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25 L 4
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W
5 1
0 T T T T T T T \
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Ringdown and application of Prony Method: 0.875Hz with bamping ration of 0.23 Hz

f ER2|SUBHA_PG | 4008UST____|Frequency
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50.05 f ER2|DURGA_PG|4008US1____ | Fraquency_recons (33.96479)
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4999 Ringdown and application of Prony Method: 0.875 Hz ,With

Damping of 0.23% was prominent.
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KAHALGAON GENERATION

FARAKKA GENERATION

1630
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1530
1510
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While Kahalgaon no variation observed. This also indicates as we are moving further away from

Farakka overall plant wise only 10 Mw variation unit wise it was only 2 to 3 Mw.
Subhasgram ,units are having less impact .

Scada plot of active power variation of Nearby units

SOURCE OF OSCILLATION:

Farakka —Kahalgaon generation
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HALDIA GENERATION VARRIATION: 10 TO 20 Mw in each unit of Haldia observed .
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10 Mw variation in each

Same was also observed in Haldia Subhasgram power flow variation

circuit observed as Haldia generation varied.
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It was most prominent in Budge-budge units: 140 to 160 Mw variation observed in each unit ,which

is maximum and hunting of these units seems to be the source of oscillation .CESC also observed the

hunting in these units.

tion of Budge-budge Plant:

ise varia
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As observed from the above plots maximum variation in MW oscillation was observed for Budge-
budge units ,which appears to be the source of oscillation as the Mw variation damped out

,oscillation was also damped .

At 03:46 Hrs BUDGE-BUDGE unit -1 was taken out due to suspected ash bridging over bottom ash

hopper and after 8 minutes of taking unit 1 out hunting started .

Detailed root cause analysis from CESC and reasons are required for the hunting of BUDGE-BUDGE

units .



Annexure B.8.3

SUB: REPORT ON TRIPPING OF 220 KV BUS-1 at 400/220/132KV RANGPO SUBSTATION
AT 16:37:25 HRS ON DATED: 11.09.2021.

1.0 BACKGROUND
220KV Bus-I at Rangpo substation tripped due to mal-operation of GD-1 of Y-phase CB compartment of
220KV Rangpo-Rongnichu Ckt.-I (Bay-212).

Tripped elements: 220KV Bus coupler, 220KV Rangpo-Tashiding line, 400/220KV ICT-1 & 220/132KV
ICT-2.

2.0 OBSERVATIONS:

Timer relay (KGD1-T4Y) of 220KV Rongdichu Ckt.-I (bay-212) found burnt. This causes extension of
+ve to GD trip relay (KGD1-4Y).

Picture of faulty Timer relay (KGD1-T4Y):

2021 /87011 19717
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3.0 Root Cause Analysis:

Due to burning of timer relay (KGD1-T4Y) the trip contacts got shorted and ‘+'ve was extended to GD trip
relay (KGD1-4Y) as shown below.

Scheme drawing of 220KV Rangpo-Rongdichu Ckt.-I

B +VE CE -vE CE +VE B -WE
i BnA T s
+ -1
[ i wr iy
HEDL-TIY
e et - ~HIGATLY HE-1Y
A CE I £ B .1 ] w Ja
-3l e PREL 510 1e
= E foo E o ] s = s
15T LOW GAS LEASAGE e
ALARM (GAS REFILLY wr
= (164 MPe
KLY
! HEDLTEY KiE1-2Y
2D LOW GAS LEAKAGE af e =18 azay wil Jaz
LY R s X1 ; T LI
L p—— - =" ey o s e
A —4
NG EOW GAS LEAKAGE o oot
ALARS {SFE LOW ALARM) olt” B e
= (W67 MPe e
IRE LW GAS LEAKAGE -
i PRSI 0 SE0L-1Y
“'—gm Feo. ‘:'E" T ) a3 a Ju
LI
3R LW GAS LEAKMGE
ALARM (EREAKER, BLLIK)
= (166 MPy
~KGE0-T4Y
=W
my
s
HED-T4Y
TH LOW GAS LERKAGE ;-_ﬂ a
s -*PREA = BT
LDLRT Go-pr | o iais >
AT LCW A5 LEAKAGE i AR
ALARM [ZOME TRIF) Py R
< (165 MPa KED-¥A
w =
= v
CB‘ E 0_1’,‘., o Y E TN
Y .  -YE HVE T4 CB-VE
= Timer got burnt N s e s
o t.‘: .z
n b 14
#- PRESSURE SWITCH EN HORSAL CONDITION. iy




R +CRE
= C R ET = =SRUET
egam KGL33R
Wy e 13, J.'_-x)_gu_x et ] el a3 ol 0 o
KGD-AY KED-3Y
I!q'a'.i yq-l .
-005\.:.&-33 -KCI?IJ;}‘-_]B
KEDE-3 -KGDS-3R
ISﬁ:AH jm‘lt
HEDESY HGDSIY
1 e 1]
ega s iy +EDE38 =
13 4 g oy 1 %
4212088 S & +EL2-B9E 5 &
D 2 on, Bt ama| M B oy &
e 1L :
b 5 R g
= =5 =
- HEDL-IE ~
) o s
= =
8 ~KEDe-3R g
a1l
-K&lA4-38
e
HERLAR
g
-K.C?RI;IIJ
‘-F“
Trip SCADA Event log :
Oiate Orgin [Diescription [deszz0e
ZOH-0211 1637253553 RANGOO [ 400 ¥V | 405 ICT-1 / REF-RELAY_SYSTEM BE-E TRIP
2021-09-11 16:37:25.363  RANGPOJ 220 KV | 204 TASHIDING F21-MAIN-1_SYST CROUP RELAY-A TRIF
POIT-09-11 16:37/25.363  RANGPO /220 KV | 204 TASHIDING [ 21-RAIN-1_5YST GRF RELAY B84 G00SE TRIF
2021-09-11 16:37:25.363  RANGPO /230 KV | RONGNICHU-1 / PSSE-RELAY_SYST LBS PROTH. OFTD COEERATED
2021-09-11 16:37:25.383  RANGPO /220 MV | 204 TASHIDING / 21-MAIN-Z 5YST GRF AELAY 583 TRIF
200511 16:37-25.3682 RANGPO 220 KV | RONGNICHU- | 80092 LBS OFT RUN
(20F1-08-11 16:37:25.379  RANGED [ 270 KV / 210 2Z2013HCT-2 [ PIA1HV-RELAY. 575 GRF RELAY 554 TRIF
0111 163725373 RANGPO 7 220 KV | 204 TASHIDING F 2 1-MAIN-1_5YST LES PROTECTION TRIF
2021-05-11 16:37°25.368 RANGPO [ 220KV ( 204 TASHIDING | PROTECTION PANEL DIRECT TRIF CHARKEL-2 SEND
2021-05-11 16:37-25.368  RANGPO /220 KV /204 TASHIDING / AUTGRECLOSE-PROT BLOCK CONTAGTS ALARM
S02-05-11 16:3725.368 RANGPO (320 KV / 204 TASHIDING f PROTECTION PANEL DIRECT TRIP CHANMEL- SEND
2021-00-11 16:37:25.356  RANGPO 220 KV | RONGNICHU-1 | PS46-RELAY SYST CE ¥ PHOPEN OPEN
2021-05-11 16:37:25.355  RANGPO 220 KV P741-87CU f SYSTEM BEUSBAR ZOME-1 TRIS TRIF
2021-08-11 16:37-25.353  RANGPOD /220 KV | RONGNICHU-1 / PS46-RELAY_SVST CEE PHOPEN OPEM
PO21-05-11 16:3725353  RANGOO/ 220 KV | RONGNICHL-1 § PE6-RELAY SYST CER PH OPEN QPEM
200511 16:37:25.338  RANGPO 220KV | RONENICHU- [ CB-52 CE YEH POSTION O2EN
2021-05-11 16:37:25.338  RANGOO [ 220 KV ! RONSHICHU-1 i CB-52 CE BOSITION OBEM
2021-02-11 16:37:25335  RANGDO 220KV | RONSNICHU-1 {C8-52 CEERH POSITION QPEM
2009-05-11 16:37-25.335  RANCDO | 220 KW | RONCNICHL-Y | C8-52 CHREH POSMION OPEM
POZ1-08-11 163725321  RANGRO /220 KV | RONGRICHL-1 f PSS6-RELAY_SYST EUSBAR PROTH. 007D Stata 1
2024-08-11 163725321 RANGPO /220 KV | RONSHICHU-1 | PROTECTION PANEL BB FROTH SET
2021-05-11 16:37°25.304  RANGPO /220 KV | RONSNICHU-1 | PROTECTION PANEL AR BLOCK ALARM
2009-05-11 16:37-25.304 RANGPO [220 KV | RONGHICHL-1 § PROTECTION PANEL DIRECT TRIP CH-Z SEND
2021-05-11 16:37-25.303  RANGEO (220 ¥V | RONGHICHL- | PROTECTION PANEL DMRECT TRIF CH-1 SEND
2021-05-11 16 19:52.340 ) RANGRO {400 KV | 417 SILIGURR { T1-MAIN-2_PROT FOAWER SWING BLOCK  State 0
2001-08-11 161552325 RANGOO /400 KV | 417 SILIGUREN | Z1-MAIN-1_PROT OiR. EARTH FALULT START State 0
PO2T-09-11 161552323 RANGPO [ 400 KV | 417 SILIGURET [ 21-MAIN-1 PROT 0. EARTH FAULT START Sitate 1




Snap of DR:
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MICOM Sat- 11/09/2021 16:37:25.2987¢€ Deliza X: 0.000 (0.000 cyc) ifs: 599.88 Hz |AS: DN |Delta Y: No Bars

5.0 Corrective action taken:

1) Faulty timer replaced with new spare. 220KV Bus-lI and other connected feeders

restored.




Annexure B.8.4

EVENT OF SMELTER LOAD TRIPPING ON 28" September

Sterlite SLD:
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400 &220 kv are decoupled

with each other.

Smelter load at 400 Kv.

Plant scenario prior to event:
e Unit 3 was out and Unit 1,2&4 was running with total generation of 1232 Mw.
o Sterlite was drawing 258 Mw from Grid ,so total load was 1490 MW.
At 17:48 Hrs due to fault in downstream within 400 kv Sterlite switchyard ,Smelter load reduced
by 1450 Mw .
e As Sterlite load reduced ,Sterlite started exporting to the grid by 1182 Mw so total load
reduced was 1450 Mw .
e At Sterlite SPS is there to take care of Huge injection in the grid which was set at 800Mw
whenever injection is more than 800 MW it will limit it by generation reduction logic .
e Hence total generation to be reduced to limit till 800 Mw was ,1182-800= 382 Mw.
As per logic shown below priority 6 was satisfied
So generator 1 HP,LP Bypass occurred with generator 1 shedding which reduced the grid export
within 800 Mw within 1 minutes .
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ODISHA DRAWL
Drawl further increased within 1 minute due to SPS action

of sterlite as generation of sterlite reduced by 382 Mw .
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Further Odhisa started backing down its own

generation Hydro plus thermal to limit

underdrawl.

Priority (MW

ODISHA SCHEDULE

\-:p

With loss of 1450 Mw of Smelter load ODHISHA
drawl from grid reduced to zero from 1500.
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Annexure B.9.2.A

Repeated Tripping of 220KV DALTONGANJ — GARWA D/C and related Issues.

Following tripping’s Occurred during month of September and brief remarks are also mentioned.
Detailed issues as found are also mentioned below.

Sr | Element Tripping | Tripping
No | Name Date Time Reason Remarks

B phase fault started first and after some time

converted to perfect phase to phase fault
220KV- GARWAH: Z1, YB, ly-518A, Ib- indicating, sag and clearance issue. For Phase-
DALTONGUNIJ- 555A, 49.59km to-phase fault at Daltonganj end R phase did
GARWAH (NEW)- DALTONGUNIJ: YB, ly-2.8KkA, Ib- not opened and was holding only YB phase

12 03-09-2021 12:22 | 2.9kA, 27.6km opened.

B phase fault but at Garwa end ,No A/R
220KV- occurred and breaker was open for some time
DALTONGUNIJ- after that tripped in PD ,while at Daltonganj
GARWAH (NEW)- A/R successful. Arc over occurring at Peak

2|2 06-09-2021 09:16 | Garwah B-N, 479.9 A 60.5 km voltage .
220KV- DALTONGUNI:- R-Y, 64.4KM,
DALTONGUNIJ- Ir=ly=1.8KA, Z-2 y phase fault converted to perfect R-Y phase
GARWAH (NEW)- GARWAMH:- Z-1, 25.2KM, R-Y, to phase fault, with fault occurring at Voltage
3|2 07-09-2021 14:43 | Ir=lb=1.1KA peak.

Daltongunj: A/R B phase fault but at Garwa end ,No A/R
220KV- successful,137.7Km,0.978Ka,b-n | occurred and breaker was open for some time
DALTONGUNIJ- Garwa New: Z-1, 18.07 after that tripped in PD ,while at Daltonganj
GARWAH (NEW)- kM,1a=165.9A, 1b=219.3A, A/R successful. Arc over occurring at Peak

4|2 13-09-2021 18:38 | 1c=916.2A voltage .

B phase fault but at Garwa end ,No A/R
220KV- occurred and breaker was open for some time
DALTONGUNIJ- A/R SUCCESSFUL FROM after that tripped in PD ,while at Daltonganj
GARWAH (NEW)- DALTONGANJ; GARHWA: Z-1, B- | A/R successful. Arc over occurring at Peak

5|2 17-09-2021 11:23 | N, Fc=0.88 kA, Fd=54.25km voltage .
220KV- B phase fault, A/R unsuccessful at both end in
DALTONGUNIJ- ckt-1 while ckt-2 tripped from only Garwa end
GARWAH (NEW)- Garwah: B-N,1.4kA, 65Km, .Current reversal guard implementations to be
6|2 26-09-2021 15:31 | Daltongunj - did not trip checked as racing has caused tripping of ckt-1.

+ Fault Nature ,Sag and Clearance Issue:

It can be observed from below plots that B phase current started rising slowly and then got
converted to perfect phase to phase fault (as phase currents of Y and B are 180 degree apart) due to
arc over at voltage peak instance. B phase was involved in each fault.

Same phenomenon as mentioned above is observed in almost all cases, which indicates that the
fault is occurring due to sag and clearance issues, hence proper line patrolling and healthiness of
line should be maintained, same kind of fault nature was also observed in this line few months ago
which was resolved by, jumper tightening and tree pruning at some locations. This needs to be
looked into again and taken care.
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#+ Non-Operation of Auto Reclose:

At 3 instances it was observed that for B-Earth single phase fault Single( B) phase opening is
occurring at Garwa end but ,after dead time A/R is not occurring and B phase kept opened until Pole
discrepancy operated and caused tripping of line .For all these instances A/R was successful from
Daltonganj end proper A/R operation at Garwa end could have avoided tripping .

4+ Implementation of proper Current Reversal guard for POTT scheme:

As the line is radial in nature POTT scheme is implemented, it was observed that on 26™ for the fault

in Ckt-2 both lines tripped .

e At the A/Rinstance of ckt-2 ,Daltonganj end of ckt-1 was sensing the fault of ckt-2 in Zone-2

and was sending carrier to Garwa end .

e Then as the A/R of Ckt-2 got failed and ckt-2 opened from garwa end ,suddenly current
reversal took place and Garwa end of ckt-1 started sensing the same fault in zone -2 ,and it
was receiving the carrier also so tripping condition for ckt-1 at Garwa end got satisfied and
caused the ckt-1 tripping from Garwa end only(can be observed from below plot) .This also

caused the load loss at Garwa.

e Proper implementation of Current reversal guard needs to be ensured to avoid such tripping
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Annexure B.10.2

TENUGHAT ISLANDING
STUDY

1. Introduction:

One of the key features of a resilient power system is robust islanding scheme. Success of an islanding
scheme depends on the design as well as implementation of the logic. Logic needs to be robust as well as
simple. Extensive study is required to design an effective islanding scheme. For TENUGHAT islanding
scheme design various preliminary studies are done and the results are discussed below. However these
studies are done based on certain assumption (which will be discussed below) and its purpose is to check
the broader feasibility of an islanding scheme. Hence the final islanding logic must be finalized by the
respective generating plants in consultation with their OEM.

2. Modeling:

A. Network:
Network modeling data is taken from latest PSSE base case as shared by Jharkhand SLDC. Only the part of
Jharkhand network which corresponds to the Island to be formed, is taken into consideration. Rest of the
grid is modeled as an equivalent generator or load.

In one of the equivalent generator bus( Ranchi Bus 222007) two loads are added: 1) Load 1 is a negative
load and used for creating the frequency disturbance during the dynamic simulation. 2) Load 2 is All India

load

s 2k
|

| e
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B. Generator:
TENUGHAT generators are modeled as “GENROU” (cylindrical rotor synchronous machine) based on the

OCC magnetization curve. The parameters of “GENROU” are populated based on the similar machine data:
Model GENROU for machine at bus 222004 'T1'

‘Model CONS  Model ICONS Model VARS

w

o
=]

s
T

%
N

—
(%)

-
=~

Figure 1: TENUGHAT generator parameters.

The equivalent generator representing the All-India grid is modeled by a simple classical cylindrical rotor
“GENCLS” model and its Inertia value is used as per the inertia calculated during real frequency excursion
event in the grid.

A. Exciter and PSS:
The BHEL brushless excitation system of TENUGHAT is represented by ST1C model of PSSE library :

Model ST1C for machine at bus 222004 'T1"

Model CONS  Model ICONS Model VARS

oo = o] e foafpal —

Figure 2: TENUGHAT exciter model AC6C



C. Governor model:

BHEL governor model and parameters not received from Tenughat. Therefore, model from similar capacity
machine and make is used and following parameters are considered in simulation:

Model IEEEG1SDU for machine at bus 222004 'T1'

Model CONS  Model ICONS Model VARS

Con Con
Value Description
1 17.0000 K
2 0.1000 71
3 0.0300:T2
4 0.1500 T3 (= 0)
5 0.1300 :Uo
6 -1.0000 ‘Uc (< 0.)
7 0.4700 ‘PMAX
8 0.4000 ‘PMIN
9 0.1700 T4
10 0 2660 K1
11 0.0000 :K2
12 8.2500 75
13 0.3295 K3
14 0.0000 K4
15 0.4200 -T6
16 0.4045 ‘K5
17 0.0000 :K6
18 0.0000 T7
19 0.0000 :K7
20 0.0000 ‘K8
21 0.0000 DBH (pu freq. deviation), deadband for overspeed, (>=0)
22 0.0000 :DBL (pu freq. deviation), deadband for underspeed, (<=0}
23 0.0000 :Trate (MW), Turbine rating, if zero. then MBASE used

Figure 3: TENUGHAT Turbine and governor Model

However, the above model doesn’t take for the RGMO and maximum output limit. 5% of MCR value is used
for maximum governor output.

During few simulation the lower limit of the governor is not restricted to 5% of MCR , the reason is as
follows:

We know that there is a speed controller in generator, which starts unloading the unit even beyond the 5%
limit of RGMO when speed crosses some value and speed controller takes over the load controller. Also
HP-LP bypass system is there for quick load reduction.

C. Load modeling:

Loads are modeled as below:
Real Power: 100% Constant Current
Reactive Power: 100% Constant Admittance

Frequency dependency of the load is not modeled.



3. Design logic:

Following points are considered in designing the islanding logic:

i Frequency setting for last stage of the existing All-India UFLS scheme is 48.8 HZ;therefore
island formation should happen below this frequency with sufficient margin.
ii. Inside the Island it is assumed that there is no UFLS relays as per grid side requirement.

iii. However, during few scenarios after the formation of the island, island may be
generation deficit. To tackle such some UFLS scheme is designed for island. But this UFLS
scheme starts much below the grid side UFLS scheme.

iii. Present frequency protection setting for TENUGHAT units is as follows:
UNIT1:
Under Frequency: 47.3 Hz1.5sec
Over frequency: 52 .7Hz, 1 sec

UNIT2:
Under Frequency: 47.5 Hz, 1.5 sec
Over frequency: 53.13 Hz, 1 sec

However, over speed setting as per C&I are: STAGE1-3180 rpm and STAGE2-3250 rpm.
Based on the above inputs following islanding logic is proposed:

i Islanding should commence before pick up of any of the under-frequency protection stage
of TENUGHAT units and that’s why island formation will start at 48.4 Hz with a delay of 1 sec.
(however it would be better to keep it 500 ms, TENUGHAT may suggest)
ii. Under frequency inside the island is proposed to trigger at 48.2 Hz. The details is as follows

48.2 HZ 500msec 30 % of islandload

48 Hz 500 msec 10% of Islandload

47.8 Hz 500 msec 10 % of Island load
iii. The island is generation excess for all the scenario and therefore one unit tripping is proposed
based on the generation excess. If generation inside the island is 50 MW more than the generation
then one unit should be tripped immediately at the time of island formation.



4. Simulation:

Different LGB scenario is studied in the simulation for checking the robustness of the proposed
scheme. Details of different scenario are summarized as follows:

Scenario Generation Load Surplus(+)/Deficit(-)
Scenario-1 300 MW 161+25 MW 114 MW

Scenario-2 300MW 84+25 MW 190 MW

Scenario-3 220 MW 161+25 MW 34 MW

Scenario-4 220 MW 84+25 MW 111MW

The above LGB is prepared based on input from SLDC.

With above islanding logic following steps are followed:

Step-1. First a grid disturbance is created by tripping 8000 MW generation (i.e. the
negative load). This triggers the island formation logic in which the equivalent generator
or load buses are tripped, 1 sec after the frequency drops to 48.6 Hz. And island is

formed

Step-2. After formation of island the simulation is further carried out for 60 sec to check
stabilization of the island frequency with all generator protection and island UFLS in action.




Scenario-1: Maximum generation & Maximum load
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Discussion:

In max generation max load scenario there is 114 MW surplus generation inside the Island if both
unit is considered. However if one unit is considered then the island is 35 Mw deficit.

Here one unit inside the island is tripped immediately after island is formed.
With this setting island frequency stabilizes around 50.07 Hz



Scenario-2 : Maximum generation & Minimum load
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Discussion:
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50
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52

49

48

In max generation min load scenario there is 190 MW generation surplus inside the Island
Therefore after island formation frequency start raising at faster rate, as the inertia of the

island is low.
One unit is therefore tripped immediately

4. Theisland is survived with 50.43 Hz frequency.



Scenario-3: Minimum generation & Maximum load

Unit-1 Power unit-2 output Island Frequency

210 53

90
0 10 20 30 40 50

60

Discussion:

In min generation max load scenario there is 34 MW generation surplus inside the Island
Therefore after island formation frequency start rising fast, as the inertia of the island is low.
With this setting finally island frequency stabilizes around 52 Hz.

Here Both the unit survived

PwnN P



Scenario-4: Minimum generation & Minimum load
In scenario fourth the island is 111 MW generation surplus.

Unit-1 Power

Island Frequency
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180
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150
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110
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Discussion:

1. In min generation max load scenario there is 111 MW generation surplus
2. Therefore, one unit is tripped and the island is stabilized at 49.98 HZ.

50
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50.2

50

49.2

49

48.8

48.4



5. Summary:

Islanding at 48.4 HZ and 1 sec,
UFLS(Inside island): 48.2 Hz, 500ms 30% of Island load
48.0 Hz 500 ms 10 % of Island load
Logic 47.8 Hz 500 ms 10 % of Island load
Number
Generation | Load Surplus/Deficit | of unit Remarks
survived
Scenario-1 | 300 MW ;f\i/ 114 MW 1 unit :;;:: ;Cﬁ"ba;'c"
survive with two
unit also.
However change
in logic will be
required.
Scenario-2 300MW 110 190 MW 1 unit
MW
Scenario-3 220 MW 186 36 MW 2 unit
MW
1 unit
. 110
Scenario-4 220MW MW 111 MW

Based on the above study following islanding logic is proposed:

i Islanding should happen before pick up of any of the frequency protection stage and that’s
why island formation will start at 48.4 Hz with a delay of 1 sec.
ii. Under frequency inside the island is proposed to trigger at 48.2 Hz. The details is asfollows
48.2 HZ 500 ms 30 % of island load
48.0 Hz 500 ms 10% of Island load
47.8 Hz 500 ms 10 % of Island load
iii. However the over frequency trip setting of unit -1 may be changed from 52.7 to 53 Hz .
Tenughat have to confirm it.



Limitation of the study:

1.

4.

In absence of any guideline for islanding study, we have applied a frequency disturbance in the
grid and grid is simulated with closely matching inertia and Governor Response. However it is
well known that during such large disturbance lot of other protective control features of various
generators, other equipment may come into picture. Also UFLS of grid side impacts the
frequency dynamics and the ROCOF. Those phenomena are difficult to consider in the study.
Therefore not considered here.

The exact governing behavior of the units has high impact on the island study, however those
detailed model of a plant considering influences from speed and pressure control loop is not
modeled here. Plants may consult OEM for the detailed study considering those control action.
Initial ROCOF has also has huge impact of island stability after separation, however this ROCOF
depends on lot of things and very difficult to predict. Also there is no guideline in Indian context
what ROCOF should be considered during such study.

Therefor the above study is only showing a tentative frequency excursion of the island and
helping in arriving at a suitable starting logic.



List of important transmission lines in ER which tripped in SEPTEMBER-2021

Annexure B.11

Relay
oD Relay Indicati F?U“ LocaL | REM
ot Cleara -
S.N|LINE TRIP RESTORA| RESTO | |ndjcation |on Reaso enp | OTE |Utility
TIM | TION |RATIO nce Remarks UTILIT| END
O INAME DATE E DATE [N TIME LOCAL |REMO |n time in ” UTILI Response
TY
END TE msec
END
Three phase tripping for
single phase fault from PLCC channel—% of
220KV both ends both ckts defective.
DARBHANGA Darbhanga: B_N, Z |Laukahi: B_N, ' Both parties to check
(DMTCL)- 1, 68.56 km, 1.425 | 68.56 km, BSPTC |[the logic and PLCC
1 |LAUKAHI-2 01-09-2021 08:44 | 01-09-2021 | 09:24 kA 1.425 kA B-Earth 100 DMTCL |L issue
AJr failed.But at
Lapnaga end MCB
&TCB are reclosing
400KV Lapanga: one after another within AJr of TCB after failure
MERAMUNDALH Meramundali: B_N,| B_N, 3.582 100ms causing repeated of A/r of MCB will be
2 |LAPANGA-1 01-09-2021 10:02 | 01-09-2021 | 12:46 188 km, 2.5 kA [ km, 20.86 kA | B-Earth 100  |fault feeding. OPTCL |OPTCL |looked into
220KV Patratu: Y_N, Three phase tripping for
TENUGHAT- Tenughat: Y_N, 20.64 km, single phase fault. A/r
3 |PATRATU-1 01-09-2021 11:01 | 01-09-2021 | 13:29 40.02 km 7.07 kKA Y-Earth 100 [not in service JUSNL [JUSNL |No PLCC available
Carrier signal sent from
Ranchi, line tripped
220KV Chandil: B_N, 2.09 [ Ranchi: B_N, from Chandil in Z I
CHANDIL- KA, 44.4 km, Alr 4.316 kA, time. A/r failed from PG ER-
4 |RANCHI-1 03-09-2021 23:15 | 04-09-2021 | 16:37 failed 36.893 km B-Earth 350 Ranchi end JUSNL |1 PLCC issue resolved
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Alr operated from
Madhepura but at the
AJR instance Phase to
phase fault in zone-2
sensed and tripped after
350 ms due to non
receipt of carrier .This

220KV NEW may be looked.. Y_ph
PURNEA- New Purnea: Y_B, conductor snapped at BSPTC
MADHEPURA-1 05-09-2021 11:08 06-09-2021 15:20 |Z1, ly=1b=13.37 kA Y_B 130 loc. 42 PGER-1 |L Communication issue
Tripped in reclaim time
from Binaguri.But at
the time of fault in
reclaim time 3 phase
TCB opened but only R
. . Rangpo: R_N, phase MCB opened and
21:58 g;“;g‘lfr'n Ra_el,\lég e [25:485 km, 100 after 1.5 second of that |PG ER-2 EG ER-
' T 4.395 kA Y and B phase MCB
opened . While at
Rangpo end 3 phase
tripping occurred
directly without any
A/R attempt.
400KV
BINAGURI- Relay at Binaguri end
RANGPO-1 10-09-2021 10-09-2021 | 22:13 R-Earth was faulty and replaced
220KV NEW 19:48 ’2\15 V;fr:,uﬂe; .ki_,liy/r R-Earth |10 Alratiemptnottaken o pp 4 |BSPTC
PURNEA- successful from Madhepura L Spring was not charged,
MADHEPURA-1 12-09-2021 12-09-2021 | 20:01 CB contactor replaced
2011 Muzaffarpur: PLCC NoEault  INA DT sent and received at PG ER-1 |Nepal
400KV maloperated Muzaffarpur Cable IR value was less
MUZAFFARPUR- and PLCC card issue.
DHALKEBAR-2 15-09-2021 15-09-2021 | 21:39 Both resolved




. Jeerat: Y_N, Z I, Anti theft setting wasnt [WBSETC
400 KV JEERAT- 05:39 51 km, 2.84 kA Y-Earth 100 E— L PMJTL
9 |NEW JEERAT-1 16-09-2021 16-09-2021 | 07:42 Anti-theft settings revise
05:39 éierkat: \2(_8Nk§ 111, Y-Earth 100 Ant_l tt:jeft setting wasnt XVBSETC PMITL
400KV JEERAT- m, <. revised.
10 |NEW JEERAT-2 16-09-2021 16-09-2021 | 07:42 Anti-theft settings revise
] Three phase tripping for BSPTC |Fault was in 220 kV
14:08 B-Earth  |100 single phase fault PGERL | Khagaria-Begusarai-2
but relay at Khagaria
was not operating. Fault
220KV NEW was cleared by New
PURNEA- Purnea-Khagaria. Relay
11 |KHAGARIA-2 16-09-2021 16-09-2021 | 15:35 was replaced
New Purnea: B_N, I\B/Iu’flafzfalrpur: Three phase tripping for PG ER-
400KV NEW 15:13 Z1,123.3km,4.03 | =" B-Earth  |100 single phase fault. Issue |PG ER-1
PURNEA- 125.58 km, 1
kA of A/r not resolved yet
MUZAFFARPUR- 3.97 kA
12 |1 17-09-2021 17-09-2021 | 15:45 PLCC issue resolved
. A AJr relay to be
y Sahupuri: Three phase tripping for
11:05 g%sgi';] Bsa_:‘f(i L 18 N 5494 |B-Earth single phase fualt. Al |PG ER-1 ESPTC ;ngegsue o
’ T km, 2.577 KA attempt not taken .
220KV PUSAULI- Sahupuri
13 |SAHUPURI 25-09-2021 25-09-2021 | 12:25
BackUp Directional
. A O/c operated within
500 MVA 12:38 Directional O/c 100 100 msec for an DMTCL |NA
400/220 KV ICT 1
external fault
AT
DARBHANGA Hi-set O/c with IDMT
14 |(DMTCL) 25-09-2021 25-09-2021 13:56

characteristic.



BackUp Directional
Olc operated within

Minimum time to be
revised after study

500 MVA 12:38 Directional O/c 100 100 msec for an DMTCL |NA
400/220 KV ICT 2 external fault
AT
DARBHANGA
15 |(DMTCL) 25-09-2021 25-09-2021 13:59
. Dehri: Y_N, Z AJr successful at Dehri
12:32 Pusauli: Y_N, Z 11, 1,10.9 km, 3.6|Y-Earth 100 only. No A/r attempt at |PG ER-1 BSPTC
51.4 km, 2.8 KA KA P li end L
220KV PUSAULIH usaull en
16 |DEHRI-1 26-09-2021 26-09-2021 | 13:30 Alr relay to be changed
Three phase tripping at
. Patna. A/r attempt not
10:05 Patna: B_N, 8.51 B-Earth 100 taken at Patna while A/r[PG ER-1 BSPTC
km, 11.15 kA L
successful from
220KV PATNA- Khagaul
17 |KHAGAUL-1 30-09-2021 30-09-2021 | 10:05 PLCC issue at Patna




ANNEXURE-C.4

S

No.

Name of the incidence

PCC Recommendation

Latest status

Total Power Failure at
220 kv TTPS S/s on
11.08.2021 at 13:34 Hrs

In 106" PCC Meeting, PCC advised
OPTCL to submit present status of
PLCC communication for all the
lines connected to 220 kV TTPS S/s
and take actions to operationalize
PLCC communication so that
carrier-aided tripping scheme and
auto-recloser scheme can be
implemented in those lines.

SLDC Odisha informed that
OPGW is present in 220 kV
TTPS- Joda D/C and 220 kV
TTPS- Meramundali D/C line.
They further informed that after
handing over of 220 kv TTPS
switchyard to OPTCL, the
communication link would be
operationalized and carrier-
aided tripping as well as auto-
recloser scheme would be
implemented in those lines.

Regarding 220 kV TTPS -
TSTPP and 220 kV TTPS -
Rengali PH line, they informed
that tender process for OPGW
installation has been
completed and OPGW would
be installed in one year.

Tripping of Bus-1 at 220
kV Ramchandrapur on
20/08/2021 at 20:24 Hrs.

In 106" PCC Meeting, PCC advised
JUSNL following:

» To restore the busbar
protection at 220 kV
Ramchandrapur S/s within a
month.

» To check the settings as well
as directionality of earth fault
relay for 220 kV RCP-
Chaibasa line at RCP end.

» Regarding tripping of ICT-4
at Chandil, PCC advised
JUSNL to check the
stabilizing resistor value for
REF relay in addition to the
wiring issue. The relay shall
be checked and tested
before putting it into service.

Repeated Tripping of 132
kV Sultanganj- Deogarh
D/IC

In 106" PCC Meeting, PCC advised
BSPTCL to resolve all clearance
issues in the line and complete the
insulator replacement work at the
earliest.




Total Power Failure at
220 kV Rengali HEP on
27/07/2021 at 08:57 Hrs

In 106" PCC Meeting, PCC advised
OHPC to check CVT secondary
earthing circuits for any double
earthing/grounding as  double
earthing leads to high voltage during
fault.

Repeated Tripping of 220

kV  Budhipadar-Korba&
220 kV  Budhipadar-
Raigarh line and

associated Issues

In 106" PCC Meeting,PCC advised
OPTCL to implement auto-recloser
scheme for remaining feeders at 220
kV Budhipadar end at the earliest.

OPTCL informed that they had
implemented auto-recloser
scheme (without PLCC) for 220
kV Budhipadar — Lapanga D/C
line, 220 kV Budhipadar -
Tarkera circuit-1 and for 2
circuits of 220 kV Budhipadar —
IB-TPS at Buddhipadar end.
They further informed that
auto-recloser scheme  for
remaining feeders at 220 kV
Budhipadar end would be
implemented at the earliest.

Disturbance at 220 kV
Biharsharif Substation on
01.06.2021 at 17:10 Hrs

In 106" PCC Meeting, Powergrid
informed that proposal of extending
inter-trip command from LV side to
HV side of the ICT through
numerical relay instead of 86 relays
was going to be implemented
through separate cables for ICT-1
&ICT-3. They added that the work is
in progress and the scheme would
be implemented by October-21.

Powergrid informed  that
revised inter-tripping scheme
would be implemented by
December 2021.

Total Power Failure at
Dumka S/s on 15/05/2021
at 12:01 Hrs

Regarding 220 kV Maithon-Dumka-
1, JUSNL intimated that there was
card issue in PLCC panel. The OEM
(M/s ABB) had been communicated
regarding the issue and the same
would be resolved by September’
21.

Disturbance at
Jasidih(JUSNL) S/S on
27/05/2021 at 10:13 Hrs

In 106" PCC Meeting, it was
informed that draft overvoltage
settings philosophy has been

received from JUSNL.

PCC advised ERLDC/ERPC
secretariat  to submit  their
observations on the draft philosophy
to JUSNL.

PCC advised JUSNL to keep
Minimum pickup voltage for
O/V stage-1 to be atleast
112%. Rest O/V Settings
maybe implemented by
JUSNL as per their draft
overvoltage settings
philosophy considering
equipment voltage withstand




capability in consultation with
OEM.

Grid event at 132 kV
Motihari (DMTCL) S/S on
21-04-2021 at 20:19 hrs

In 106™ PCC Meeting, PMTL
informed that offers received from
OEM i.e., M/s TBEA regarding
restoration of the damaged GIS
section is under examination.

Regarding timeline to complete the
work, PMTL informed that since all
materials required for restoration
work are to be imported from China,
it would take 40-50 days for
restoration after placing the supply
order.

10.

Repeateddelayed
clearance of faults at 220
kV Chandil STPS S/C

In 106" PCC Meeting, JUSNL
informed that cost estimate was
received from OEM and work order
for rectification work of PLCC panel
would be placed after getting
approval from higher authority. They
added that the PLCC issue would be
resolved within Nov-21.

JUSNL informed that they are
yet to receive the approval to
carry out the restoration work.

11.

Backup Overcurrent
Relay coordination for
Sikkim Complex.

In 106" PCC Meeting, PCC advised
PRDC to analyse the tripping of the
400 kV Teesta lll — Kishangunj
lineon 03.09.2021 and the settings
may be proposed considering the
actual fault current observed in the
line.

PCC advised Powergrid to
implement the proposed DEF
settings as given in the report of
PRDC at their end.

PCC further advised PRDC to carry
out a study for DEF relay
coordination for the lines at Sikkim
complex considering fault level
corresponding to minimum hydro
generation at Sikkim complex.

PRDC informed that they
require fault level of the
substations at Sikkim complex
corresponding to  minimum
hydro generation in order to
carry out the revised study.

PRDC was advised to
coordinate with ERLDC for
getting required information for
the study.




